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Abstract
We obtain the air quality index (AQI) for a descriptive system aimed to com-
municate pollution risks to the population. The AQI is calculated based on

major air pollutants including O3, CO, SO,, NO, NO,, benzene, and particulate
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matter PM2.5 that should be continuously balanced in clean air. Air pollution
is a major limitation for urbanization and population growth in developing
countries. Hence, automated AQI prediction by a deep learning method
applied to time series may be advantageous. We use a seasonal autoregressive
integrated moving average (SARIMA) model for predicting values reflecting

past trends considered as seasonal patterns. In addition, a transductive long
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short-term memory (TLSTM) model learns dependencies through recurring
memory blocks, thus learning long-term dependencies for AQI prediction.
Further, the TLSTM increases the accuracy close to test points, which consti-
tute a validation group. AQI prediction results confirm that the proposed
SARIMA-TLSTM model achieves a higher accuracy (93%) than an existing
convolutional neural network (87.98%), least absolute shrinkage and selection
operator model (78%), and generative adversarial network (89.4%).

KEYWORDS
air pollutant, air quality index, seasonal autoregressive integrated moving average, time-
series data, transductive long short-term memory

1 | INTRODUCTION pollution [2]. The air quality index (AQI) is an important

parameter because it allows to intuitively communicate

According to the World Health Organization, the guide-
lines for enhancing air quality are not being followed in
98% of urban areas in developing regions. Air quality can
be reduced by various factors, such as the increasing use
of motorized vehicles and fossil fuels, which may deplete
the environment under various conditions [1]. Thus,
severe consequences for human health may occur
depending on the exposure time to high levels of air

air quality to the population. The AQI transforms the
concentrations of various pollutants in the air with com-
plex variations into a comprehensive value [3]. Various
methods have been used to predict air quality across vari-
ous cities of India, but they have limited functionality
because they are costly and labor intensive [4].

Pollution levels are drastically increasing, especially
in metropolitan areas, considerably affecting the
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environment. Thus, to establish a comfortable and
healthy environment, pollution levels must be mini-
mized [5]. Various factors influence air pollution [6].
Pollutants usually come from distinct domains such as
transportation services, daily traffic, thermal power
plants, garbage, home appliances, and hospitals [7]. High
levels of air pollution harm animals, humans, and plants.
For example, they generate new cases of respiratory
diseases and affect the quality of crops and their overall
production [8]. Therefore, under varying air quality, the
pollution levels should be accurately monitored [9].

Time-series prediction has proven to be difficult when
classical regression is performed depending on its
complexity [10]. Deep learning models, including long
short-term memory (LSTM), are often used to predict
time series after learning features from representative
data sequences to perform a task. Statistical approaches,
such as autoregressive integrated moving average
(ARIMA), seasonal ARIMA (SARIMA), and autoregres-
sive models, are intended to detect periodicities [11-13].

It is necessary to apply forecasting and time-series
approaches to air pollutant information collected by
organizations such as the Central Pollution Control Board
(CPCB) in India [14-17]. In this study, we analyzed the air
quality in Indian cities, including Aizawl, Ahmedabad,
Amritsar, Amaravati, Bengaluru, Brajrajnagar, Bhopal,
Chandigarh, Coimbatore, Chennai, Delhi, Ernakulam,
Patna, Shillong, Gurugram, Guwahati, Jaipur, Hyderabad,
Jorapokhar, Kochi, Kolkata, Lucknow, Mumbai, Talcher,
Thiruvananthapuram, and Visakhapatnam, for evaluating
and predicting pollutant levels.

The contributions of this study are summarized as
follows:

« SARIMA is used to predict values from historical data
while accounting for seasonal changes.

» A transductive LSTM (TLSTM) learns dependencies
using repeated memory segments, allowing to learn
even long-term dependencies. TLSTM cells are
employed for data-sequence learning and prediction
with variable lengths.

« The integrated SARIMA-TLSTM model predicts
the amount of air pollutants considering seasonality,
possibly providing valuable information to the
population.

The remainder of this paper is organized as
follows. Section 2 describes existing methods for AQI
prediction. Section 3 details the steps and methods
devised in this study. Section 4 presents evaluation and
comparison results of the proposed method. Finally, we
draw conclusions and outline directions of future work in
Section 5.

2 | RELATED WORK

Various prediction methods for AQI and harmful gases
have been developed. In this section, we discuss their
advantages and drawbacks.

Chauhan and others [18] developed a convolutional
neural network (CNN) to contribute to building a sustain-
able urban environment and improve air quality forecast-
ing. The model comprised preprocessing and data analysis
as well as testing the model accuracy. However, CNN
construction and large datasets were required to forecast
patterns for knowledge discovery. Sethi and Mittal [19]
developed a regression model based on the adaptive least
absolute selection and shrinkage operator (LASSO) to
improve the AQI prediction efficiency. However, the
developed model was limited because the AQI was altered
by additional temporal features, which required the hour
of the day as another variable, and additional predictors
must be added to the temporal factors for further analysis.

To improve air quality, Kothandaraman and
others [20] introduced a method for intelligent air quality
forecasting and pollution prediction using machine learn-
ing. However, alternative datasets and improved compu-
tational techniques must be used for prediction. Saha
and others [21] developed an improved temporal predic-
tion method by labeling time series based on matrix pro-
files and motifs. The model was simple and produced
predictions that were comparable to those of sophisti-
cated LSTM models, while time-series labeling reduced
complexity.

Abirami and Chitra [22] developed an autoencoder-
based generative adversarial network (GAN) to perform
regional spatiotemporal forecasting of particulate matter.
However, to evaluate prediction, the uncertainty of deep
learning must be unveiled. Janarthanan and others [23]
developed a deep learning method to forecast the AQI
levels in cities including Chennai. Gray-level co-
occurrence matrix features were combined with a support
vector regression (SVR)-LSTM model to predict the AQI
value. On the other hand, the AQI predictions did not
identify pollutant-sensitive areas.

Cong and others [24] developed an LSTM model for
feature awareness to predict concentrations of pollutant
gases, including the common pollutants. The concentra-
tion data were collected in the field, and the environmen-
tal parameters were related to the prediction of multiple
pollutant gas concentrations. However, the learning rate
was high and few iterations for training were considered,
leading to a continuous oscillation between normal and
optimal convergence. By employing artificial intelligence,
Gokul and others [25] conducted a spatiotemporal air
quality study and predicted PM2.5 concentrations in
Hyderabad, India. Various machine learning models,
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including multilinear regression, decision tree (DT), k-
nearest neighbors, random forest, and extreme gradient
boosting, were used to predict PM2.5 concentrations. This
approach failed to identify any grouping of characteristics
with clustered values, tested the set, and selected the clos-
est value in a real-time setting.

Surono and others [26] used k-means clustering and
principal component analysis for dimensionality reduc-
tion to construct an optimized RNN for AQI prediction.
As there was no established method for choosing the
parameter, experimentation on the data and model was
required. The parameters of earlier studies could be used
for guidance, but an experiment was required to deter-
mine suitable settings. Similarly, Ni and others [27]
developed a deep belief network based on a CNN to pre-
dict toxic gas dispersion. For various evaluation indices,
the CNN achieved the highest performance among vari-
ous models, but it required a larger inference time.

A summary of existing work is provided in Table 1.
LSTM has been widely used for prediction. Nevertheless,
several factors affect pollution when attempting to predict
air quality. We analyze the proposed SARIMA-TLSTM
model in various regions to evaluate the AQI. TLSTM is
widely used to process data sequences and generate pre-
dictions. It is a type of RNN that excels in resolving various
problems. Compared with previous models, it selects new
information substantially faster and enhances inference.
Furthermore, it completes complex and long-term tasks
that cannot be performed by existing learning algorithms.

2.1 | Research objective

Air pollution has increased significantly in recent years.
Each year, hundreds of fatalities are related to air

TABLE 1 Summary of related studies.

Study Method

[18] CNN

[19] LASSO

[20] Linear regression, random forest, k-nearest neighbors,
reinforcement learning, extreme gradient boosting,
and Adab models

[21] Time-series labeling

[22] GAN

[23] SVR-LSTM

[24] LSTM

[25] LSTM

[26] Optimized RNN

[27] Deep belief network
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pollution, which threatens human health and the envi-
ronment. In addition to contributing to global warming
and greenhouse effects, pollution worsens respiratory
conditions such as asthma and lung cancer. The AQI
quantifies the degree of air pollution, and deep learning
can contribute to its prediction. We aimed to create and
train a model using deep learning and determine which
model is more accurate in predicting the AQI. Experi-
ments were conducted to determine the most reliable
deep learning model for AQI prediction.

3 | PROPOSED AQI PREDICTION
METHOD

We consider major air pollutants, such as O;, CO, SO,,
NO, NO,, benzene, and PM2.5 to compute the AQI
From time-series data, the automated evaluation of air
pollutants using deep learning can reveal a sequence
that captures datapoints in constant time intervals. The
SARIMA model is used to predict future values from
historical values considering seasonal trends. In addi-
tion, a TLSTM model reflects long-term dependencies
and learns dependencies when memory segments are
repeated. Figure 1 shows a diagram of the proposed
method.

3.1 | Data collection

The data are publicly available on the CPCB website at
https://cpcb.nic.in/. To predict the AQI, data were
gathered from various parts of Chennai, Manali,
Alandur, and Velachery. The measured pollutants in
the dataset were PM2.5, PM10, NO, NO,, NOx, NHj,

Drawbacks
Fixed; an additional model is required to handle large datasets
More predictors are required to account for temporal factors

Needs additional computational techniques for testing

Time complexity issues

Prediction uncertainty

AQI predictions do not identify pollutant-sensitive areas

Large learning rate leads to oscillation in training

Cannot identify clusters of important characteristics in real time
Not accurate for similar datasets during comparison

Long computation time
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FIGURE 1

CO, and SO,. The data were measured every 15 min
from May 1, 2019, to April 30, 2020. By excluding
missing values, 22 827 data rows remained in the data-
set. PM2.5, NO,, SO,, CO, and ozone were meteorolog-
ical features gathered from three stations at intervals of
15 min in Chennai. The data were collected from May
1, 2019, to April 30, 2020, given the data availability at
all the stations, obtaining 35039 datapoints with
490 546 data rows.

3.2 | Classification using SARIMA-
TLSTM model

The SARIMA model analyzes data to identify patterns by
modeling relations between past and present values in a
time series. To capture patterns and seasonality of data,
SARIMA combines autoregression, moving average, and
differencing models. Then, TLSTM predicts the AQI by
considering the sources of pollution, weather, and tempo-
ral information. The SARIMA-TLSTM model analyze
impact patterns from several event categories and accept
inputs of various lengths. Hence, the SARIMA-TLSTM
model is suitable for AQI prediction.

3.21 | ARIMA model

The ARIMA model is used for prediction on univariate
time-series data [28] using moving average and an auto-
regressive model. However, the ARIMA model does not
support seasonal data, that is, the time at which the
time series starts a repeating cycle. On the other hand,
the SARIMA model [29] extends ARIMA also for
univariate data.

Block diagram of proposed hybrid feature selection method for AQI prediction.

3.22 | SARIMA model

The SARIMA model captures seasonal effects and adjusts
the predictions accordingly. The SARIMA parameters are
required to provide two types of orders, similar to
ARIMA with explanatory variable, represented as
(p, d, q). The SARIMA model can be expressed as

@y (L)p (L) A%y, = A(1) +-0,(L)Fo (L)t (1)

where @,(L) is a non-seasonal autoregressive lag polyno-
mial, ¢p(L) is a lag polynomial, which is a seasonal
autoregressive parameter, AdAfyt is a time-series expres-
sion that is differenced with d times seasonally up to D
times, A(t) is a trend polynomial included as the inter-
cept, 04(L) is a non-seasonal parameter, b, which is eval-
uated based on the moving average, and (L") is a
seasonal moving average lag polynomial.

3.3 | TLSTM model

TLSTM model is used to train a deep neural network to
classify a data sequence [30]. The LSTM output is
denoted as h;, and h;_; is the previous cell output. In
LSTM, b, is a bias, ¢; represents the memory cell, and W,
is a weight matrix. These elements are related by

¢ = tanh(W.[hi_1, x¢] + b). (2)

The input gate is denoted as i;, and the current input
manages a state value with the help of i;. In addition, b;
is a bias, W; is a weight matrix, and ¢ denotes the sig-
moid function. The input gate is expressed as.
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it = G(Wi.[ht_l, Xt] + bl) (3)

The forgetting the gate is denoted as f, and assesses
the memory based on the predictions. This gate is
updated as follows:

ft:U(Wi-U’lt—l, X +bf). (4)

The memory cell is denoted as c¢; and its previous
state is denoted as c¢;_;. The cell is expressed as

Ct :ft*ctfl‘f'i[*é‘[, (5)

where * denotes the dot product. o, denotes the output
gate, which is computed by the memory cell state
as Equation (6). Output h; of the LSTM model is given by
Equation (7):

O = G(Wo.[h[,b x[] +b0) (6)

h[ =0 * tanh(C[). (7)

Hidden unit function % of a hidden forward layer at
each timestep ¢ is calculated based on current input x;
and previous hidden state h, ;. Hidden unit function h
of a hidden backward layer is calculated using x; and
future hidden state h;;. Forszrd and bagkward expres-
sions are created through h; and h;, which are
concatenated into a vector [31].

3.3.1 | TLSTM model for time-series
prediction

TLSTM allows process specific data sequences and make
predictions, which has been used in various applications.
Figure 2 shows the structure of the TLSTM model.
TLSTM learns faster and provides better inference
than similar models. In addition, it solves complicated
tasks that others RNNs cannot handle [32]. Hence, all
linear models can rely on the test point [33]. Let Z") be a
hidden state. The state-space model of the TLSTM model
is given by Equation (8):
{ Ciy :f(ctfl,r/a htfl,m Xt; Dlstm,g» blstm,r/) (8)

ht,n = g(ht—l,n, Ct—1,7» Xt Dlstm,y » blstm,n)

The linear models rely on the newly provided data-
point, Z", where 7 identifies the datapoint. Prediction is
expressed as follows (9) by using a dense layer:

Xt ht—l » Ct—

xg, hy_yq

Xt ht—_>
ol

xy, he_1, ¢t
FIGURE 2 Structure of TLSTM cell.
yﬂ = @Ogensey U+T-11 + Ddense,y, L=1, ..., N, ( )

where ®jens.,, € B! and bgense,, € R represent weights
and bias, respectively.

To determine the needs on a fresh hidden point, con-
sider s;, as the resemblance among T, YASRYAUS wy, and
b,, denoting every constraint in (@isun,, @densey) and
(bistm,y, bdense,n)- The objective function is expressed as

o~

(C/blstm,na a\)dense,nj)lstm,na Edense,n) = (E‘\)n’ bn,) = argminmmbm Jn
1 N t 2 T
Iy :ﬁZt:fS”” (ﬁ(?) *ym) +Yyw, o
(10)

where S;, € R".

Y, in Equation (10) is a tuning parameter, and the
number of neurons in the LSTM gates is determined as a
tuning parameter for the transductive method. The
TLSTM parameters depend on Z". Therefore, each
unseen subsample is rehabilitated. Hence, constraints cT),,,
and 3,,, are diverse across test points.

On the other hand, when the model can be retrained,
it is suitable for time-series prediction. The TLSTM model
is also appropriate when the relations between factors in
various areas of the input space differ.

For Z" | the hidden state update is described as

ht’,q =8 <ht’1,;7, Ct’fl,n,Zi;”; WDlstm, > blstm,n,) s (11>

where t'=1, ..., (i+ T — 1). The prediction is given by
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~T ~
5"\(”) = Ydense 11+ Ddense0- (12)

Z" is the input. Still, the hidden state update and
prediction in TLSTM is based on new point ZW_ where
the model constraints are optimized between the training
points and Z" for points 5 related to hy, and ?,(7'7) in
Equations (11) and (12). A flowchart of the proposed
method is shown in Figure 3.

4 | RESULTS AND DISCUSSION

The proposed method was implemented using the Python
application programming interface interlinked by a local
server running Windows 10 Pro. The server was equipped
with 16 GB NVIDIA and Geo-force graphics processors
and an Intel i9 processor operating at 2.5 GHz. To predict
the AQI, the levels of noise were also estimated. The
results were obtained using a dataset of air quality in
neighboring Indian cities.

in latitude and 80.237617°E in longitude. Weather
forecasting factors such as SO,, PM2.5, CO, NO,, and
ozone were measured every few minutes. The data were
collected from May 1, 2019, to April 30, 2020, at each sta-
tion, obtaining 490 546 rows and columns of information
in the datasets over the 1-year study period.

4.2 | Performance measures
We considered various measures to evaluate the perfor-
mance of the proposed method.

Accuracy reflects the prediction effectiveness of a
machine learning model by

TP+ TN
Accuracy () = 45 AN PP+ N

x 100, (13)
where TP, TN, FP, and FN represent the rates of true pos-
itives, true negatives, false positives, and false negatives,
respectively.

Precision is the ratio of predicted positive observa-

tions to the total number of predicted positive
41 | Experimental data observations:
The dataset was collected from three stations located .. TP
. . . . Precision (%) = ————= x 100. (14)
across Chennai (Tamil Nadu, India) around 13.067439°N TP + FP
[ Data set division ]1—[ Data preprocessing ]4—[ Input data ]
v v
) SARIMA model
4[ Test set Training set J VL construction
!
Get the SARIMA Get the SARIMA
predictive values fitting values
Get the SARIMA- |
LSTM predictive * *
values )
Optimal T-LSTM .
model Training Validation
part part

FIGURE 3 Flowchart of proposed method for predicting AQI.

T-LSTM model
construction and
tuning
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Recall is the sum of true positives TP that are present
across the classes divided by the true positives and false
negatives for all the classes:

Recall (%) = x 100. (15)

T
TP +FN

The F1-score combines the recall and precision as
follows:

2 X Recall x Precision
F1 —score(%) = Recall + Precision | 100. (16)

The root-mean-square error (RMSE) is calculated by
taking the square root of the result and averaging the
squared discrepancies between the actual and predicted
values:

RMSE = \/ % (Z;’l (v —)§)Z> . (17)

The coefficient of determination, RZ?, provides the
square of the prediction errors divided by the total sum of
squares, replacing predictions with the mean value as
follows:

(18)

TABLE 2 Recall and F1-score of evaluated prediction models.

Parent classifier Classifier
Naive Bayes

LASSO-naive Bayes

Naive Bayes

CbAL-naive Bayes
DT DT
LASSO-DT
CbAL-DT
ANN
LASSO-ANN
CbAL-ANN
SARIMA
LSTM
SARIMA-LSTM
SARIMA-TLSTM

ANN

Deep learning models

The MAE is given by the average of the absolute dis-
crepancies between the actual and predicted observations
in a test sample:

1 —n ,
MAE=>3"" (3, (19)

where n is the number of observations, y; is the actual
value, Y is the mean value, and yj{ is the predicted value.
To estimate the PM2.5 concentration and predict the air
quality, we use

AQRpign + AQRoy

AQR =
PChigh —PCiow

(PC - PCIOW) +AQRIOW5 (20>

where AQR is the air quality range, PC is the pollutant
concentration, PCj,, is the concentration break point
below PC, PChig, is the concentration break point above
PC, AQR,y, is the AQR break point corresponding to
PCjow, and AQRy,g is the AQR break point correspond-
ing to PChigh.

4.3 | Quantitative analysis

The evaluation measures for various classifiers, including
naive Bayes, LASSO-naive Bayes, CbAL-naive Bayes,
DT, LASSO-DT, CbAL-DT, ANN, LASSO-ANN, CbAL-
ANN, SARIMA, LSTM, SARIMA-LSTM, and SARIMA-
TLSTM are listed in Tables 2 and 3. To locate and predict
the AQI, different combinations of classifiers and deep
learning models were tested, but the models performed
below expectations. Tables 2 and 3 show that proposed

Recall (%) Fl1-score (%)
54 54
57 56
63 61
57 56
67 67
70 70
49 25
50 29
63 33
71 70
87 87
92 92
94 96
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TABLE 3 Accuracy and precision of evaluated prediction models.
Parent classifier Classifier Accuracy (%) Precision (%)
Naive Bayes Naive Bayes 69 55
LASSO-naive Bayes 70 57
CbAL-naive Bayes 74 60
DT DT 70 57
LASSO-DT 80 67
CbAL-DT 83 70
ANN ANN 65 31
LASSO-ANN 69 38
CbAL-ANN 77 45
Deep learning models SARIMA 85 70
LSTM 38 87
SARIMA-LSTM 91 93
SARIMA-TLSTM 93 95
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The pollutant level analyses for PM2.5 and NO are
FIGURE 4 Pollutants levels: (A) PM2.5 and (B) NO. shown in Figure 4A,B, respectively. The TLSTM model
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predicts the AQI based on the moving average values
obtained from SARIMA. The model was trained to pre-
dict the values correctly. For PM2.5, the cities of Emakul-
lan and Delhi provided toxic pollutant levels of 20 and
95, respectively. Similarly, the TLSTM model provided
the AQI for NO, as shown in Figure 4B, which shows the
predicted pollutant levels. Amaravati provided five AQI
levels with lower pollutant concentrations, and Mumbai
obtained 75 levels with the highest pollutants levels.
Hence, the proposed model performed well in fitting,
training, and testing. The obtained values for R*> were
evaluated for NO,. The observed and predicted data for
NO, and CO are shown in Figure 5. The proposed model

49.34%
50 = 502

3 ] &

Level of toxic Pollutants

-
5

30.86%
13.94% 13269
1036% 998% g937% 9.26%
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FIGURE 6 Pollutant levels: (A) SO,, (B) O3, and (C) benzene.

suitably fits the training and test data, as shown in
Figure 5A,B for NO, and CO, respectively. The analysis
of the levels of pollutants SO,, O;, and benzene are

Correlation Analysis
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FIGURE 7 Correlation between pollutants.
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Amaravati
Hy |
Guwabhati
Shillong
Thiruvananthapuram
Kolkata
Bengaluru
Aizaw
Amritsar
Visakhapatnam
Chandigarh
Coimbatore
Mumbai
Delhi
Talcher
Gurugram
Lucknow
Brajrajnagar
Chennai
Jorapokhar
Jaipur
Bhopal
Ahmedabad

=) .._-IlII

100 120 140

3
5
3
8

Count

FIGURE 9 Presence of pollutants over days.
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shown in Figure 6A-C, respectively. The AQI of SO, was
assessed as part of the training and testing of the TLSTM
model.

Figure 7 shows the correlation between pollutants
considered in the AQI calculated by the proposed
SARIMA-TLSTM model based on similarity values rang-
ing from 0.0 to 0.7. A high correlation indicates high

| —— Predicted Values
India_aAQI

250 ‘\‘ / \/\

200 \ /

150 \/'

100

50

2015 2016 2017 2018 2019
Date

FIGURE 10 Predicted AQI values for 2019-2020.
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FIGURE 11 Predicted AQI values for 2019-2021.

TABLE 4 Statistical characteristics of air quality factors.

Characteristic PM2.5 PM10
Count 290 621 227 747
Mean 56.13 87.04
Standard deviation 63.15 89.64
Minimum 2.0 5.0
25% percentile 15.0 38.0
50% percentile 39.0 70.0
75% percentile 77.0 113.0
Maximum 1006 3000

similarity. PM2.5 and PM10 have a high correlation of
0.8, whereas benzene has low correlations with PM2.5,
PM10, NO, NOx, NH3;, CO, SO,, and Os. Figure 8 shows
the pollutant levels in the cities, and Figure 9 shows the
pollutant levels over days. Figure 10 shows the AQI pre-
dictions for 2019-2020, and Figure 11 shows those for
2019-2021.

4.4 | Statistical analysis of historical
pollutant and meteorological datasets

This study included data from 35 air quality monitoring
stations in Chennai from 2019 to 2021. The data included
identifiers, timestamps, and concentrations of PM2.5,
PM10, NO,, CO, SO,, and Oj; calculated at the stations.
The minimum, mean, and maximum values are listed in
Table 4 along with other statistical measures. PM2.5 had
the highest concentrations from 2 to 1004 g/m?, exceed-
ing the upper limit of severe air pollution.

4.5 | Comparative analysis

Table 5 lists the evaluation results of the proposed and
existing models. The CNN shows 87.98% accuracy, while
LASSO regression fails to consider the temporal factors
that influence AQI, yielding an accuracy of 78%. This
model lacks predictors and requires additional temporal
factors for further analysis. The autoencoder-based GAN
performs regional spatiotemporal forecasting and exhibits
an accuracy of 89.4%. The gray-level co-occurrence
matrix was combined with SVR and LSTM. The obtained
AQI values can be used to detect areas susceptible to pol-
lutants. The proposed SARIMA-TLSTM model obtains
an accuracy of 93%, outperforming the existing models.
Table 5 also lists the RMSE and R? values for 2019 and
2020, respectively.

NO, co 03 SO,
292 359 268 197 290 589 292 462
44.72 0.97 54.72 9.01
33.11 1.00 53.82 11.70

1.0 0.1 1.0 1.0
19.0 0.5 2912.0 3.0
39.0 0.7 450 5.0
66.0 1.2 79.0 11.0
300 14 499 312
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TABLE 5 Comparative analysis results.

Method Accuracy (%)

CNN [18] 87.98 —
Adaptive LASSO regression [19] 78 58.33
Extreme gradient boosting [20] — —
Air-GAN [22] 89.4 —
SVM-LSTM [23] — —
LSTM [25] = =
Optimized RNN [26] — —
SARIMA-LSTM 91 93
Proposed SARIMA-TLSTM 93 95

5 | CONCLUSION

We consider various measured climatic factors for
AQI prediction. The predictions can support activities
such as planning highway traffic signals and supporting
the exchange of public transport. Moreover, electrical
wheel machinery and nonmechanized vehicles may be
deployed when pollution levels exceed the limits to
ensure an adequate air quality. The proposed model out-
performs other solutions and may be used in developing
countries for sustainable urban areas. Deep learning
algorithms have been combined to detect air pollution to
control and improve AQI prediction in cities. Based on
the predicted AQI values, susceptible areas can be iden-
tified. The proposed SARIMA-TLSTM model obtained
an accuracy of 93%, outperforming the existing CNN
(87.98% accuracy), LASSO regression (78% accuracy),
and GAN (89.4% accuracy). The proposed method may
be enhanced by considering time complexity parameters
in future work.
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