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Abstract

In e-commerce platforms, sentiment analysis on an enormous number of user

reviews efficiently enhances user satisfaction. In this article, an automated

product recommendation system is developed based on machine and

deep-learning models. In the initial step, the text data are acquired from the

Amazon Product Reviews dataset, which includes 60 000 customer reviews

with 14 806 neutral reviews, 19 567 negative reviews, and 25 627 positive

reviews. Further, the text data denoising is carried out using techniques such

as stop word removal, stemming, segregation, lemmatization, and tokeniza-

tion. Removing stop-words (duplicate and inconsistent text) and other denois-

ing techniques improves the classification performance and decreases the

training time of the model. Next, vectorization is accomplished utilizing the

term frequency–inverse document frequency technique, which converts

denoised text to numerical vectors for faster code execution. The obtained fea-

ture vectors are given to the modified convolutional neural network model for

sentiment analysis on e-commerce platforms. The empirical result shows that

the proposed model obtained a mean accuracy of 97.40% on the APR dataset.

KEYWORD S
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1 | INTRODUCTION

Recommendation systems play a crucial role in modern
human life because of the rapid growth of the big data
environment, particularly in the financial domain [1, 2].
The development of effective personalized e-commerce
recommendation systems has gained attention among
researchers owing to the growth in Internet transactions
and e-commerce platforms [3]. The main conventional
recommendation systems include hybrid recommenda-
tion, content-based recommendation, and collaborative

filtering techniques. Classical collaborative filtering tech-
niques effectively leverage the information between items
and users, but are limited by cold starts and data sparsity
problems [4, 5]. In addition, classical collaborative filter-
ing techniques are lower-level techniques, which cannot
learn the deeper representations of the items and
users [6].

On the other hand, content-based recommendation
techniques need vectorization methods to achieve better
results. Handcrafted and lower-level features fail in prac-
tical applications because enormous amounts of user data
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are obtained from the Internet [7, 8]. In content-based
recommendation techniques, analyzing heterogeneous
data (labels, text, and images) is rich but computationally
expensive [9, 10]. Hybrid recommendation techniques
combine auxiliary information to alleviate the concerns
of cold starts and data sparsity in conventional recom-
mendation systems. The complex nature (uneven distri-
bution, heterogeneous data, and multimodality) of
auxiliary information makes hybrid recommendation
techniques ineffective [11, 12]. In recent times, deep
learning models have shown impressive performance in
the fields of computer vision, signal processing, and natu-
ral language processing. Therefore, a new modified con-
volutional neural network (MCNN) model is introduced
in this article for effective product recommendation.

The major contributions are as follows:

• An MCNN model for effective product recommenda-
tion is proposed that incorporates pretrained models
(skip-gram and GloVe) in a word-embedding layer to
reduce the dimensions of the feature vectors. The inte-
gration of skip grams and GloVe in a convolutional
neural network (CNN) model creates an ensemble
effect, which leads to improved and reliable recom-
mendations by highlighting relevant features and
words in product descriptions.

• The use of GloVe and skip-gram embeddings captures
different word semantics (global co-occurrence statis-
tics and syntactic similarities) that enhance the CNN
model’s understanding of the product context.

• A singular value decomposition (SVD) layer integrated
into the MCNN model has relevant decomposition
information and recommends products based on the
similarity between users.

Existing articles related to sentiment analysis are sur-
veyed in Section 2. The methodological details, numerical
analysis, and conclusion are presented in Sections 3, 4,
and 5, respectively.

2 | LITERATURE SURVEY

A literature review of the existing articles on the topic of
sentiment analysis is presented in this section. This
section is divided into two subsections: (i) deep-learning
models and (ii) machine-learning models.

2.1 | Deep-learning models

Yang and others [13] implemented a new e-commerce
product recommendation system based on a bidirectional

gated recurrent unit (Bi-GRU) and CNN. To improve the
sentiment features in the collected text, a sentiment dic-
tionary was created to weigh the word vectors of the sen-
timent words. Then, the CNN and Bi-GRU models were
applied to extract important context features, which
were finally fed to the fully connected layer to classify the
sentiment features. The time complexity was high in this
e-commerce product recommendation system because of
the hybridization of the deep-learning models.

Onan [14] integrated GloVe word embedding and TF-
IDF to extract contextual feature vectors from the col-
lected dataset. Then, a hybrid architecture (CNN with
long short-term memory [LSTM]) was implemented for
effective sentiment analysis. However, the integration of
two or more models increases the developed system’s
complexity. Suresh and Belinda [15] integrated the
Broyden–Fletcher Goldfarb–Shanno algorithm with a
GRU model for effective product recommendation. While
performing experiments with larger datasets, the devel-
oped model consumed more processing time, which was
considered a major issue in this study.

Kolhe and others [16] used stop-word removal and
lemmatization techniques to eliminate artifacts from the
acquired Amazon data. Then, the feature selection was
carried out utilizing a swarm intelligence-based optimiza-
tion algorithm. Finally, a novel clustering algorithm was
used to recommend relevant products. The extensive
experimental analysis by means of different evaluation
measures demonstrated that the developed model
obtained superior performance in product recommenda-
tion. However, the developed model was ineffective in
learning the nature of the product and customer
behavior.

Shobana and Murali [17] first extracted the contex-
tual and semantic features from the acquired data using
a skip-gram technique. The obtained contextual and
semantic information was fed into the LSTM network
for sentiment analysis. The efficacy of the LSTM net-
work was improved by optimizing its weight parameters
using the adaptive particle swarm optimization algo-
rithm. A conventional LSTM network requires more
training data for effective learning, but it is computation-
ally costly.

Zhang and others [18] used a collaborative filtering
technique to exploit product and user ratings for effective
sentiment analysis. However, the developed collaborative
filtering technique solves cold-start problems to some
extent. Shoja and Tabrizi [19] developed a latent
Dirichlet allocation (LDA) technique for extracting dis-
criminative attributes from a product category, and then
a matrix factorization was utilized to predict the product
rating. The developed system’s performance was tested
on the Amazon review dataset using different
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performance measures, but the developed matrix factori-
zation suffers from sparsity problems.

Mandhula and others [20] initially performed data
preprocessing utilizing lemmatization, stemming, and
stop-word removal techniques. Furthermore, topic
modeling was accomplished using possibilistic fuzzy
c-means with LDA. The selected keywords were classified
into three classes (neutral, positive, and negative) by
implementing a CNN model. The high dimensionality of
the acquired data slightly affects the performance of the
CNN model. Hajek and others [21] integrated consumer
emotions, word context, and a bag of words for fake
review detection. In experiments, the developed system
outperformed the baseline systems using f1-score, accu-
racy, and area under curve (AUC), but the time complex-
ity was higher in the developed system.

Umer and others [22] analyzed the impact of fast text
embedding and a CNN model on text classification. The
results indicate that stacking several layers increases
the complexity of the CNN model. In addition, Sachin
and others [23] developed a gated recurrent neural net-
work (RNN) for effective sentiment analysis. When ana-
lyzing enormous amounts of data, the gated RNN has
two major concerns: vanishing and exploding gradient
problems.

Alsayat [24] developed a new ensemble language
model for sentiment analysis based on the LSTM network
using an advanced word-embedding method. As men-
tioned earlier, the LSTM network requires more training
data for efficient learning, which is computationally
expensive. Ghasemi and Momtazi [25] used a collabora-
tive filtering technique for precise recommendations;
however, it has issues such as scalability, cold-start prob-
lems, and synonyms.

Onan [26] developed a bidirectional convolutional
RNN with a group-wise enhancement for text classifica-
tion. The results indicate that the inclusion of the group-
wise enhancement process with the deep-learning model
significantly outperformed the existing models in senti-
ment analysis; however, the main issue of the RNN is the
vanishing gradient. Furthermore, Onan [27] developed a
novel clustering technique to address the problem of class
imbalance. In that study, a consensus clustering-based
undersampling technique was implemented to balance
the acquired datasets. Onan and others [28] ensembled
different classifiers and keyword-extraction techniques to
achieve efficient text classification. The empirical experi-
mental analysis states that the integration of various key-
word extraction techniques improves the scalability and
predictive performance of the classifier, but it increases
the classifier’s complexity.

Onan [29] integrated numerous word-embedding
techniques such as LDA2vec, word-position2vec, part-

of-speech (POS)2vec, and word2vec for topic extraction.
Furthermore, text clustering was carried out by an ensem-
ble model that combines many clustering techniques
such as self-organizing maps, k-means++, k-modes, and
k-means. Additionally, Onan and Koruko�glu [30] devel-
oped a new model for classifying text sentiment by
integrating many feature selection methods based on
genetic rank aggregation. The integration of several word-
embedding, text clustering, and feature selection methods
increased the complexity of the framework. In addition,
Onan and others [31] implemented an ensemble pruning
method based on a multi-objective evolutionary algorithm
and consensus clustering. In that study, the presented
method’s efficacy was validated on 12 unbalanced and bal-
anced datasets, and an empirical examination showed the
superiority and validity of the proposed method over exist-
ing methods.

Onan [32] presented an RNN model for opinion min-
ing, and its performance was evaluated on a corpus of
instructor evaluation reviews that includes 154 000
reviews. The RNN model yields better results than tradi-
tional deep-learning, ensemble-learning, and machine-
learning models. Onan [33] analyzed the performance of
deep-learning and text-mining models in sentiment anal-
ysis on a massive open-source dataset. Onan [34] ana-
lyzed the performance of different base learners (random
forests, logistic regression, naïve Bayes, support vector
machines (SVMs), and K-nearest neighbors (KNN)) and
feature engineering methods (POS n-grams, character
n-grams, linguistic features, and authorship attribution)
in text genre classification. Onan and Toço�glu [35] used a
stacked bi-directional LSTM model for identifying sar-
casm. In that study, the presented model achieved prom-
ising results in terms of accuracy.

Onan [36] implemented a topic-enriched word-
embedding model for effective sarcasm identification.
However, the presented model faced problems such as
overfitting and vanishing gradients. Onan [37] performed
biomedical text classification based on an optimized topic
model and ensemble pruning. Additionally, Onan and
others [38] integrated LDA with an improved ant-
optimization algorithm for clustering text documents.
The overlapping of unrelated topics or documents in con-
ventional LDA degrades the performance of document
clustering.

Onan [39] developed a novel text classification system
that includes the following methods: contextual node
embedding, hierarchical graphs, and dynamic fusion
using bidirectional encoder representations from trans-
formers (BERT). The developed system achieved high
classification accuracy on benchmark datasets relative to
existing baseline models. However, resource intensity
and complexity were major problems noted in this study.
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Onan [40] developed a new model for effective text
augmentation that integrates genetic algorithms and
graph-based neural networks. In that study, the devel-
oped model generates high-quality and diverse aug-
mented data by exploring the high-dimensional feature
space of the data. Additionally, Onan [41] integrated
ant colony optimization (ACO) with semantic role
labeling (SRL) for effective text augmentation. The
developed framework utilizes SRL to identify a word’s
semantic roles in sentences and ACO generates new
sentences to preserve the word’s roles. The experimen-
tal outcomes indicate the efficiency of the SRL-ACO
model in sarcasm identification, toxic text detection,
and sentiment analysis, but it can only handle limited
non-textual data.

2.2 | Machine-learning models

Zhao and others [42] initially extracted customer product
reviews from e-commerce websites using a web-scraping
tool. Then, the raw text was pre-processed using tech-
niques such as snowball stemming, Gensim lemmatiza-
tion, and tokenization. Furthermore, the contextual
feature vectors were extracted from the denoised text uti-
lizing the term weighting method. Then, the feature
selection and classification were accomplished using an
improved bat algorithm and Elman Neural Network
(ENN). The ENN model classifies the sentiments of the
customer reviews as neutral, positive, or negative. How-
ever, the developed ENN model is expensive because it
requires a large number of customer reviews to obtain
better classification performance.

Fauzi [43] developed a new model for sentiment
analysis based on Word2Vec and SVM; however, the
developed classification model supports only binary
classification. Bansal and Srivastava [44] initially
extracted the frequent trigrams and bigrams from a
text corpus, and then feature extraction was accom-
plished by applying the TF-IDF and POS tagging tech-
niques. Finally, the sentiment orientation of every
review was determined based on the assumption of the
labeled attributes. However, the developed model’s per-
formance was slightly degraded owing to factors such
as data sparsity.

Gokalp and others [45] performed sentiment classifi-
cation by implementing a wrapper algorithm called the
iterated greedy algorithm. The numerical analysis shows
that the developed iterated greedy algorithm produces
better results than existing algorithms on four Amazon
datasets. However, the developed iterated greedy algo-
rithm must concentrate on other common problems,
such as synonymy and scalability.

Hamdi [46] integrated an SVM with the ACO algo-
rithm to classify the sentiments of customer reviews in
online shopping. The developed system’s performance
was evaluated on two online datasets in terms of the
f1-measure and accuracy. In contrast, the developed sys-
tem consumes more computational time when classifying
the sentiments of customer reviews.

2.3 | Summary

Overall, the existing literature highlights the significance
of accurate and personalized recommendations for
enhancing and driving sales and user experience on
e-commerce platforms. Researchers continue to explore
new techniques and algorithms (transfer learning, graph-
based models, sequential recommendation models,
matrix factorization with deep learning, and collaborative
filtering) to improve the recommendation performance,
ethical aspects, and interpretability of Amazon product
recommendation systems. In order to address the afore-
mentioned concerns, the MCNN model is introduced for
effective product recommendations.

3 | METHODOLOGY

In this study, the development of the product recommen-
dation system includes four steps: dataset description: the
APR dataset; data denoising: stop-word removal, segrega-
tion, stemming, lemmatization, and tokenization; vectori-
zation: the TF-IDF technique; and recommendation:
MCNN. The workflow of the developed product recom-
mendation system is presented in Figure 1.

3.1 | Dataset description

In this decade, the e-commerce websites Flipkart,
Amazon, BookMyShow, India MART, Myntra, and
Firstcry utilize dissimilar recommendation models to
provide suggestions to users. Currently, Amazon utilizes
deep learning models that rescale massive datasets and
provide better recommendations [47, 48]. In this research
article, a new automated product recommendation system
is proposed for Amazon products. Here, the MCNN
model’s efficacy is tested on the APR dataset, which
includes five attributes: text (the review), time-stamp (time
of the rating), rating (product rating given by the user),
product-ID (each product has a unique ID), and user-ID
(each user has a unique ID). The APR dataset has a total
of 60 000 reviews, of which 14 806, 25 627, and 19 567 are
neutral, positive, and negative reviews, respectively.
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3.2 | Data denoising

After acquiring the product reviews from the APR data-
set, data denoising is performed utilizing stop-word
removal, stemming, lemmatization, and tokenization [49].
Initially, the collected customer reviews are categorized
into words, symbols, tokens, and phrases. Then, stop
words such as “should,” “for,” “the,” “I,” “and,” and “is”
are eliminated from the tokenized reviews by utilizing
the stop-word list of the Natural Language Toolkit
(NLTK). Morphological stemming is utilized to reduce
the words to their base structures/forms. For example,
the words “simplified” and “simplifying” are changed to
their base form, “‘simple.” Furthermore, the lemmatiza-
tion process breaks a word into its root meaning to iden-
tify its similarities. For example, the words “happiness”
and “happy” are changed to “happ,” which is meaning-
less but simple. At last, the segregation process eliminates
these special characters: “?”, “!”, “#”, “%”, “&”, “*”, “+”,
“-”, “[”, “]”, “] n”, “^”, “j”, and “�” from the customer
reviews.

3.3 | Vectorization

This section describes how vectorization is performed
using the TF-IDF technique after the acquired customer
reviews have been denoised. The TF is determined as the
ratio of the number of repetitive words in a denoised cus-
tomer review to the total number of words in the

customer review. Correspondingly, the IDF is the ratio of
the number of customer reviews to the total number
of customer reviews with repetitive words [50, 51].

The mathematical expressions for the TF and IDF are
given in (1)–(4), where the term frequency t in a cus-
tomer review d is represented as f d tð Þ and the corpus of
customer reviews is denoted as D. The obtained vectors
are passed to the MCNN model to classify the opinions/
sentiments of Amazon products as positive, negative, or
neutral.

TF t, dð Þ¼ f d tð Þ
max
aϵd

f d að Þ , ð1Þ

IDF t, Dð Þ¼ ln
Dj j

dϵD : tϵdf gj j
� �

, ð2Þ

TF-IDF t, d, Dð Þ¼TF t, dð Þ� IDF t, Dð Þ, ð3Þ

TF-IDF0 t, d, Dð Þ¼ IDF t, Dð Þ
Dj j þTF-IDF t,d,Dð Þ: ð4Þ

3.4 | Product recommendation system

The vectors extracted from the TF-IDF technique are fed
to the MCNN model for Amazon product recommenda-
tions. The proposed MCNN model has 12 layers: a one-
word embedding layer, five convolutional layers, four
pooling layers, one SVD layer, and one flattened layer. In
the initial phase, the vectors extracted using the TF-IDF
technique are transformed into fixed lengths in the word-
embedding layer. This process reduces the dimensions of
the extracted feature vectors and overcomes the curse
of dimensionality [52, 53]. The word-embedding layer is a
crucial component in deep-learning models, especially in
natural language processing. It is designed to convert
words or tokens into dense vector representations. Dense
vector representations are known as word embeddings,
and they capture contextual and semantic information
about words that makes it easier for neural networks to
understand the nature of text data. The word-embedding
layer starts with a vocabulary containing all the unique
words in the APR dataset; here, every word in the vocabu-
lary is assigned an index. The word-embedding layer takes
every word in a sentence or text sequence and looks up its
corresponding index in the vocabulary while processing
the text data. The word-embedding layer retrieves the pre-
trained or trainable embedding vector associated with the
word index once the index of a word has been determined.

F I GURE 1 Workflow of the developed product

recommendation system.
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In the word-embedding layer, the pretrained skip-grams
and GloVe models are utilized to determine the
relationship between customer reviews and products. The
skip-gram and GloVe models predict the appropriate con-
textual words based on the targeted words, and this process
helps find relevant ratings. In contrast, the information
layer in skip-gram uses a one-hot encoded vector, which is
similar in size to the size of the vocabulary dictionary. The
vectors fed into the word-embedding layer are M-dimen-
sional vectors. The word-embedding layer outputs a
matrix, where every row corresponds to the word embed-
dings of the input words after embedding the vectors for
all words in a sequence. The matrix is further passed to
the subsequent layers of the neural network.

Furthermore, according to hierarchical softmax func-
tions, the output layer of the MCNN model predicts the
neighborhood words. This process reduces the training time
and is computationally effective. To compute the probabil-
ity in the hierarchical softmax functions, a binary tree struc-
ture is employed to predict the words. The probability of a
word pr w=winput

� �

is identified in the skip-gram model as

pr
w

winput

� �

¼
YL�1

j¼1
σ m w, jþ1ð Þ¼ child m w, jð Þð Þv0m w,jð Þvwinput

� �

,

ð5Þ

where the input vector is represented as v, the input word
is denoted as winput, word representation of the output
vector is denoted as v0, the path length is denoted as L,
the sigmoid activation function is specified as σðÞ, jth the
node of the binary tree is denoted as m w, jð Þ, and the
child node is represented as child mð Þ. The error that
occurs during word prediction is mathematically
expressed as

Error¼ 1
N

XN

n¼1

X

�c≤ j≤ c
log pr wnþjjwn

� �

, ð6Þ

where the context size is represented as c, the weight
matrix function with the minimal error value is denoted
by w, and the number of word sequences is denoted by
N . Then, the max-pooling operation is performed in the
pooling layer and is expressed as

ox,w ¼ max
i, jð Þϵqx,w

yi,j, ð7Þ

where the pooling regions are represented as yi,j, and the
pooling operator is denoted by ox,w. Around position
i, jð Þ, the pooling regions state the local neighborhoods
qx,w x, wð Þ. After the feature maps x have been extracted,
a flatten layer is used to enhance the ability of non-linear
mapping. The global features for classification are

generated in the flatten layer by incorporating local fea-
tures learned from the convolutional layers. The mathe-
matical expression for the flatten layer is

y qð Þ
j ¼ r

Xn

i¼1
x q�1ð Þ
i �w qð Þ

ij þb lð Þ
� �

, ð8Þ

where w qð Þ
ij represents the weight connections of neurons

i and j, the activation function is denoted by r, the bias in
the flattened layer is denoted by b lð Þ, and the number of
neurons is denoted by n. In this paper, the softmax layer
with three neurons h1, h2, andh3

� 	

represents three clas-
ses: positive, neutral, and negative, and it maps the out-
put of many neurons to the range of zero to one. The
mathematical expression of the softmax layer is

hn ¼ arg max
eh

n

P3
n¼1e

hn

!

: ð9Þ

During data training and testing, the ReLU activation
function is applied in the MCNN model to overcome the
issues of vanishing and exploding gradients. The ReLU acti-
vation function f xð Þ is mathematically expressed in (10).
To further enhance the performance of the recommenda-
tion system, the MCNN model performs batch normaliza-
tion bx kð Þ, which is mathematically expressed in (11).

f xð Þ¼ 0, if x>0

x, or else


 �

, ð10Þ

bx kð Þ ¼ x kð Þ �E x kð Þ� 	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Var x kð Þ½ �
p : ð11Þ

Here, the standard deviation is represented as
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Var x kð Þ½ �
p

, the mean of the kth the neuron is specified as
E x kð Þ� 	

, and the input data of the kth the neuron is
denoted as x kð Þ. In batch normalization, the generaliza-
tion capability of the MCNN model is enhanced by incor-
porating numerous constraints on the distributed data.
The obtained mean and standard deviation values are
rescaled to the range of zero to one. The learning parame-
ters γ and β are utilized for data re-distribution o kð Þ, as
mathematically specified as follows:

o kð Þ ¼ γ kð Þ
bx kð Þ þβ kð Þ, ð12Þ

where the variance and standard deviation values of
the distributed data are represented by γ kð Þ and β kð Þ,
respectively. The mathematical expressions for the
batch-normalized layer ~X are
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μ¼ 1
N

XN

i¼1
X 0

i, ð13Þ

σ2 ¼ 1
N

XN

i¼1
X 0

i�μ
� �2

, ð14Þ

Xnorm
i ¼ X 0

i�μ
ffiffiffiffiffiffiffiffiffiffiffiffi

σ2þ ε
p , ð15Þ

~Xi ¼ γXnorm
i þβ, ð16Þ

where the mean is represented as μ, the variance value is
denoted by σ2, the number of words in a sequence is
denoted by N , the input data are represented as X 0

i, the
normalized data are specified as Xnorm

i , and the epsilon
value is denoted by ε. In the MCNN model, the SVD layer
factorizes the weight matrix and replaces it with US,
where U is the left unitary matrix and S is the singular
value matrix. The experimental outcomes demonstrate
that the replacing operations can further reduce the nega-
tive values in the sample space. The Euclidean distance
between the samples is utilized to measure the feature
expression changes in a sample space. The feature maps
em and en of two dissimilar samples obtained in the flat-
tening operation using the weight matrix are mathemati-
cally described as

p¼ e�weight matrix, ð17Þ

q¼ e�US ð18Þ

where p and q are specified as orthogonalized. A sche-
matic of the MCNN model is shown in Figure 2. The
pseudocode for the proposed MCNN model is given in
the next section.

3.4.1 | Pseudocode of the MCNN model

In this scenario, the assumed parameters of the
MCNN model are as follows: the optimizer is Adam; the
loss function is categorical cross-entropy; the number of
epochs is 500; the dropout rate is 0.5; the batch size is
128; the kernel sizes are 3, 5, and 7; the learning rate is
0.10; the window size is 15; the minimum word count is
2; and the embedding dimension is 200. The numerical
analysis of the MCNN model in the product recommen-
dation system is given in Section 4.

Word embedding

layer

Convolution

layer

Pooling

layer

SVD + 

Flattening

Softmax

Function

Probability

distribution

F I GURE 2 Architecture of the MCNN model.

LATHA and RAO 639



4 | EXPERIMENTAL
INVESTIGATION

In the product recommendation system, the proposed
MCNN model was analyzed utilizing Python 3.7 with a
Jupyter Notebook. The proposed MCNN model was vali-
dated on a system with a Windows operating system and
16 GB of RAM. Python libraries such as Pandas, NumPy,
Matplotlib, SciKit Learn, TensorFlow, Keras, and NLTK
were utilized for the experimental evaluation. The
efficacy of the proposed MCNN model was tested on a
benchmark dataset called the APR dataset using various
evaluation measures, such as the mean squared
error (MSE), root MSE (RMSE), mean absolute error
(MAE), f-measure, accuracy, recall, and precision. The
mathematical expressions for the error values MAE,
RMSE, and MSE are given by

MAE¼ 1
n

Xn

i¼1
zi�bzið Þj j, ð19Þ

RMSE¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n

Xn

i¼1
zi�bzið Þ2

r

, ð20Þ

MSE¼ 1
n

Xn

i¼1
zi�bzið Þ2, ð21Þ

where the actual value is specified as zi, the predicted
value is denoted by bzi, and the total number of instances
is specified as n. In addition, the F-measure has a single
score that balances the concerns of recall and precision
values in one number. The accuracy performance mea-
sure determines the degree of closeness between the true
and measured values. On the other hand, the recall
calibrates the number of positive predictions in the APR
dataset, and precision evaluates the number of positive
predictions belonging to the positive class. The perfor-
mance measures, F-measure, accuracy, recall, and preci-
sion are mathematically expressed as

F-measure¼ 2TP
2TPþFPþFN

, ð22Þ

Accuracy¼ TPþTN
TPþTNþFPþFN

, ð23Þ

Recall¼ TP
TPþFN

, ð24Þ

Precision¼ TP
TPþFP

, ð25Þ

Here, TN denotes true negatives, TP denotes true pos-
itives, FP denotes false positives, and FN denotes false
negatives.

4.1 | Performance analysis

The results of the proposed MCNN model for various
testing percentages according to recall, accuracy, and pre-
cision are listed in Table 1. By inspecting Table 1, it is
clear that the efficacy of the proposed MCNN model and
the existing models, CNN, and word-embedding CNN are
validated for the Amazon datasets “Camera,” “Kindle,”
“Media,” “Electronics,” “Home & Kitchen,” “Book,”
“Cell Phones,” and “Amazon Instant Video.” Compared
with the results obtained using 40% and 20% of the data
for testing, the MCNN model obtained higher results
when 30% of the data were tested.

The proposed MCNN model individually obtained
accuracies of 97.20%, 96.65%, 96.36%, 96.68%, 95.99%,
96.16%, 96.41%, and 95.33% of accuracy on the Amazon
datasets “Camera,” “Kindle,” “Media,” “Electronics,”
“Home & Kitchen,” “Books,” “Cell Phones,” and
“Amazon Instant Video,” respectively. The obtained
results of the proposed MCNN model were 5% to 7%
higher than those of the comparative models CNN and
word-embedding CNN models. Correspondingly, the
obtained results of the MCNN model for various testing
percentages in terms of MSE, MAE, and RMSE are listed
in Table 2. The proposed MCNN model has a minimum
error value on the Amazon datasets camera,” “Kindle,”
“Media,” “Electronics,” “Home & Kitchen,” “Books,”
“Cell Phones,” and “Amazon Instant Video,” when 30%
of the data are used for testing. The obtained results are
better than those obtained by the comparative models
(CNN and word-embedding CNN) and at different testing
percentages (40% and 20% of the data used for testing).

4.2 | Ablation analysis

In this subsection, the ablation analysis is described for
different feature extraction techniques (Word2Vec,
BM25, and TF-IDF) and recommendation models
(BRUCE, RNN, and random forest with gradient boosting
machine [GBM]) in terms of accuracy, precision, and
recall. By inspecting Table 3, it is clear that the combina-
tion TF-IDF and the MCNN model achieved the highest
recommendation results on different datasets in terms of
accuracy, precision, and recall, especially when 30% of
the data were used for testing.
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The TF-IDF technique is simpler and easier to use
in product recommendation systems than other feature
extraction techniques such as Word2Vec and BM25.
The results of traditional machine-learning approaches
(BRUCE, RNN, and random forest with GBM) are pre-
sented in Table 4. By analyzing Table 4, it is clear that
the existing machine-learning approaches achieved
much smaller results than the MCNN model. The pro-
posed MCNN model learns both long- and short-term

dependencies to solve the curse of dimensionality.
Additionally, the inclusions of a word embedding layer
(skip-grams and GloVe) and an SVD layer simplify
customer data and recommend Amazon products to
users based on the similarity between users. Addition-
ally, the efficacy of the MCNN model is analyzed by
varying the number of iterations. As presented in
Table 5, the proposed MCNN model obtains the high-
est results at 500 iterations. The proposed MCNN

TAB L E 1 Obtained results of the proposed MCNN model for various testing percentage according to recall, accuracy, and precision.

40% of the data used for testing

Dataset

CNN (%) Word-embedding CNN (%) MCNN (%)

Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

Camera 91.88 93.32 92.95 93.45 95.13 94.90 94.85 96.13 96.30

Kindle 91.32 92.37 93.31 93.22 95.02 94.89 94.92 96.82 95.99

Media 91.94 93.21 94.16 94.16 95.04 94.81 95.76 96.44 95.81

Electronics 91.76 92.12 93.50 94.06 94.62 95.26 95.06 96.52 96.76

Home & Kitchen 92.32 92.75 93.53 93.89 94.20 94.45 95.59 95.80 95.85

Books 91.13 92.78 94.47 94.26 94.45 94.38 95.86 95.85 95.68

Cell Phones 92.88 92.76 93.81 93.61 94.39 95.54 95.01 95.79 96.54

Amazon Instant Video 90.83 92.43 93.43 92.68 93.60 93.50 94.38 95.10 95.20

30% of the data used for testing

Dataset

CNN (%) Word-embedding CNN (%) MCNN (%)

Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

Camera 92.45 93.62 94.97 96.17 95.85 96.30 97.20 97.70 98.50

Kindle 92.46 93.33 95.66 95.02 96.23 95.85 96.65 97.35 98.15

Media 92.79 94.06 95.88 95.36 96.64 95.36 96.36 97.36 98.06

Electronics 92.81 93.40 95 94.41 96.45 95.68 96.68 97.48 97.98

Home & Kitchen 93.24 93.47 95.82 95.18 96.17 95.39 95.99 96.49 97.39

Books 92.04 93.25 95.21 95.23 95.85 95.26 96.16 96.86 97.76

Cell Phones 92.44 94.60 95.16 95.60 95.95 95.61 96.41 96.91 97.81

Amazon Instant Video 91.63 93.13 94.65 94.79 95.01 94.83 95.33 96.33 97.23

20% of testing

Dataset

CNN (%) Word-embedding CNN (%) MCNN (%)

Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

Camera 94 92.74 92.32 95.51 94.87 95.60 96.40 97.40 98.20

Kindle 93.31 92.79 93.43 95.28 95.29 95.01 96.01 96.71 97.31

Media 93.46 93.56 92.39 95.78 94.83 95.82 96.52 97.42 98.12

Electronics 93.44 93.46 93.28 95.83 95.22 94.29 94.99 95.59 96.09

Home & Kitchen 93.13 93.94 93.16 95.14 94.59 94.43 95.23 95.83 96.33

Books 93.97 92.31 92.65 94.85 94.48 94.82 95.62 96.22 96.82

Cell Phones 93.30 92.94 93.70 95.66 95.21 95.27 96.17 96.87 97.57

Amazon Instant Video 92.65 92.40 92.20 94.35 94.40 94.10 95 96 96.90

Abbreviations: CNN: convolutional neural network; MCNN: modified convolutional neural network.
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model has a mean F-measure of 81.20%, a recall of
76.70%, a precision of 86.90%, an accuracy of 97.40%,
and a cumulative gain of 2.883 on the APR dataset.
Increasing the number of iterations indicates that a
large amount of data is utilized for the experimental
examination. However, increasing the number of itera-
tions does not improve the accuracy of the product
recommendations.

4.3 | Comparative analysis and
discussion

The effectiveness of the proposed MCNN model was
compared with the comparative models developed by
Shobana and Murali [17] and Zhang and others [18].
Shobana and Murali [17] implemented a skip-gram tech-
nique to extract semantic and contextual feature vectors

TAB L E 2 Obtained results of the MCNN model for various testing percentages according to MSE, MAE, and RMSE.

40% of the data used for testing

Dataset

CNN Word-embedding CNN MCNN

MAE MSE RMSE MAE MSE RMSE MAE MSE RMSE

Camera 1.44 2.37 2.02 1.43 2.36 2.01 1.43 2.36 2.01

Kindle 1.78 2.46 1.67 1.78 2.46 1.67 1.77 2.45 1.66

Media 1.67 2.88 1.94 1.67 2.88 1.93 1.67 2.87 1.92

Electronics 1.38 3.10 1.79 1.38 3.10 1.78 1.37 3.10 1.78

Home & Kitchen 1.68 3.39 2.23 1.68 3.38 2.23 1.68 3.37 2.23

Books 1.40 2.70 1.75 1.39 2.70 1.74 1.39 2.69 1.74

Cell phones 2.03 3.85 2.80 2.03 3.85 2.80 2.02 3.84 2.79

Amazon Instant Video 2.26 3.43 2.90 2.25 3.42 2.90 2.25 3.41 2.90

30% of the data used for testing

Dataset

CNN Word-embedding CNN MCNN

MAE MSE RMSE MAE MSE RMSE MAE MSE RMSE

Camera 0.06 0.01 0.01 0.06 0.08 0.04 0.05 0.01 0.05

Kindle 1.50 2.43 2.06 1.49 2.42 2.05 1.49 2.42 1.05

Media 1.84 2.51 1.75 1.83 2.50 1.75 1.22 2.49 1.74

Electronics 1.68 3.48 2.27 1.67 3.47 2.26 1.17 3.07 1.25

Home & Kitchen 1.71 2.97 2.02 1.71 2.96 2.01 1.33 2.95 2.01

Books 1.46 3.19 1.82 1.46 3.19 1.82 1.25 2.19 1.31

Cell phones 1.45 2.77 1.79 1.44 2.76 1.79 1.44 2.76 1.79

Amazon Instant video 2.13 3.88 2.82 2.12 3.87 2.82 2.11 3.16 2.81

20% of the data used for testing

Dataset

CNN Word-embedding CNN MCNN

MAE MSE RMSE MAE MSE RMSE MAE MSE RMSE

Camera 0.11 0.05 0.04 0.11 0.05 0.04 0.10 0.04 0.04

Kindle 1.58 2.52 2.15 1.58 2.51 2.15 1.57 2.51 2.14

Media 1.86 2.54 1.82 1.86 2.53 1.81 1.85 2.54 1.81

Electronics 1.72 3.54 2.27 1.71 3.53 2.26 1.71 3.53 2.26

Home & Kitchen 1.71 2.99 2.11 1.71 2.99 2.10 1.73 2.98 2.10

Books 1.57 3.28 1.87 1.57 3.28 1.86 1.56 3.27 1.86

Cell phones 1.48 2.80 1.89 1.48 2.80 1.89 1.47 2.80 1.88

Amazon Instant Video 2.21 3.91 2.86 2.21 3.91 2.86 2.20 3.91 2.86

Abbreviations: CNN, convolutional neural network; MAE, mean average error; MCNN, modified CNN; MSE, mean squared error; RMSE, root MSE.
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from the APR dataset. The extracted semantic and con-
textual feature information was provided to the SVM,
Artificial Neural Network (ANN), LSTM, and APSO-

LSTM models for product-sentiment analysis. By inspect-
ing Table 6, it is clear that the proposed MCNN model
obtained better recommendation results than the

TAB L E 3 Obtained results of different feature extraction techniques with the MCNN model in terms of accuracy, recall, and precision.

30% the data used for of testing

Dataset

Word2Vec (%) BM25 (%) TF-IDF (%)

Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

Camera 93.44 92.66 92.05 95.34 93.88 95.20 97.20 97.70 98.50

Kindle 92.95 92.57 92.47 94.51 95.24 94.09 96.65 97.35 98.15

Media 93.26 93.37 91.45 95.34 94.70 95.47 96.36 97.36 98.06

Electronics 93.14 93.30 92.35 95.16 94.46 93.88 96.68 97.48 97.98

Home & Kitchen 93.02 93.79 93.14 95.03 94.52 94.38 95.99 96.49 97.39

Books 93.60 91.91 91.96 94.08 94.38 94.80 96.16 96.86 97.76

Cell Phones 92.98 92.91 93.02 95.17 94.87 95.25 96.41 96.91 97.81

Amazon Instant Video 92.34 92.33 91.57 94.17 94.06 93.24 95.33 96.33 97.23

Abbreviations: BM25, best match 25; TF-IDF, term frequency-inverse document frequency.

TAB L E 4 Obtained results of different machine-learning approaches in terms of accuracy, recall, and precision.

30% the data used for of testing

Dataset

BRUCE (%) RNN (%) Random forest with GBM (%)

Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

Camera 92.75 92.09 91.63 93.53 92.41 92.44 94.22 92.74 91.58

Kindle 92.82 92.41 92.39 92.99 92.75 92.44 92.66 91.38 92.14

Media 92.80 93.23 90.79 92.90 93.73 90.81 93.35 93.34 94.09

Electronics 92.73 92.71 92.23 93.22 93.34 92.75 91.64 92.47 93.94

Home & Kitchen 92.27 93.27 92.69 92.39 93.59 92.91 93.98 93.22 92.30

Books 92.67 91.37 91.71 93.46 91.87 92.44 92.89 92.83 93.32

Cell phones 92.68 92.54 92.40 93.24 92.56 92.89 93.42 94.90 93.80

Amazon Instant Video 92.25 92 90.96 93.01 92.52 91 92.90 93.11 92.20

Abbreviations: BRUCE, bundle recommendation using contextualized item embeddings; GBM, gradient boosting machine; RNN, recurrent neural network.

TAB L E 5 Results of the proposed MCNN model at various iteration numbers.

Iteration F-measure (%) Recall (%) Precision (%) Accuracy (%) Cumulative gain

50 76 72.30 81.40 91.70 2.774

100 76.50 73.40 82.10 92.50 2.776

150 77.20 73.60 82.30 92.80 2.776

200 77.80 73.80 82.50 93.40 2.785

250 78.10 74.10 83.30 93.70 2.791

300 78.30 75.20 84 94 2.838

350 78.70 76 85.70 94.90 2.852

400 80.40 76.10 86 95.60 2.883

450 80.40 76.30 86.80 97 2.883

500 81.20 76.70 86.80 97.40 2.883
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comparative models in terms of f-measure, recall, preci-
sion, and accuracy. On the APR dataset, the proposed
MCNN model achieved a mean f-measure of 81.20%,
recall of 76.70%, precision of 86.80%, and accuracy of
97.40%, which are superior to those of the comparative
models. On the other hand, Zhang and others [18] inte-
grated the unifying paragraph embedding layer with a
collaborative filtering technique (UTER) for effective
Amazon product recommendations. As presented in
Table 7, the proposed MCNN model obtained minimum
MAE results of 0.77, 0.77, 0.84, and 0.58, and RMSE
results of 0.98, 0.99, 0.99, and 0.83, respectively, on the
Amazon datasets “Baby,” “Video Games,” “Pet Supplies,”
and “Sports and Outdoors.” The obtained error value of
the proposed MCNN model was limited compared with
that of the UTER model.

As detailed earlier, the proposed MCNN model
includes a word-embedding layer (skip-grams and GloVe)
that reduces the dimensions of the feature vectors
extracted using the TF-IDF technique. Correspondingly,
the SVD layer effectively simplifies the data and removes
the noise. The SVD layer has appropriate decomposition
information, which recommends the appropriate prod-
ucts to users based on the similarity between users. Addi-
tionally, in the context of text classification, the
percentage of training time is reduced when stop-word
removal is performed in a neural network. However, pro-
viding an exact percentage of training time reduction is
challenging because removing stop words results in

smaller input data and requires less processing during
every training iteration, especially for large datasets. Fur-
thermore, the high proportion of stop words in the review
text leverages parallelism for graphics processing unit-
based processing. The proposed model experiences more
significant time reductions on cleaner, more informative
text, and larger batch sizes, which offset the effect of stop
word removal, because this allows more efficient data
processing. As a result, for every epoch, the training time
of the neural network significantly reduced from 143 to
116 s, which is 10–20% on average.

5 | CONCLUSION

This research paper introduced an efficient personalized
recommendation system for e-commerce platforms based
on a deep-learning model. The proposed framework
includes three major steps: denoising, vectorization, and
sentiment analysis. From the acquired raw data, the noisy,
inconsistent, and duplicate text is eliminated by imple-
menting stop-word removal, stemming, segregation, lem-
matization, and tokenization techniques. The training
time of the classification model is reduced by converting
text into feature vectors. Here, TF-IDF is employed as a
feature extraction technique. Finally, the obtained vectors
are passed to the MCNN for sentiment analysis. The effi-
cacy of the proposed model was analyzed using evaluation
measures MSE, MAE, RMSE, f-measure, accuracy, recall,

TAB L E 6 F-measure, recall, precision, and accuracy of the MCNN model and comparative models.

Model F-measure (%) Recall (%) Precision (%) Accuracy (%)

SVM [17] 75.60 73 81 91.80

ANN [17] 76.80 72 71.90 81.90

LSTM [17] 78.57 74.50 83 94.10

APSO-LSTM [17] 80.04 76.08 85.28 96.80

MCNN 81.20 76.70 86.80 97.40

Abbreviations: ANN, artificial neural network; APSO, adaptive particle swarm optimization; LSTM, long short-term memory; MCNN, modified convolutional
neural network; SVM, support vector machine.

TAB L E 7 MAE and RMSE values of the MCNN and UTER models.

Dataset

MAE RMSE

UTER [23] MCNN UTER [23] MCNN

Baby 0.79 0.77 1.01 0.98

Video Games 0.79 0.77 1.01 0.99

Pet Supplies 0.85 0.84 1.06 0.99

Sports and Outdoors 0.61 0.58 0.85 0.83

Abbreviations: MAE, mean average error; MCNN, modified convolutional neural network; RMSE, root mean squared error.
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and precision. The empirical results demonstrate that the
proposed model outperforms comparative models in terms
of accuracy. On the other hand, the proposed model
achieved a mean accuracy of 97.40% on the APR dataset
with a limited computational time of 44 s and linear com-
plexity. In the future, this research can be extended to mul-
timedia data by implementing an ensemble deep-learning
model. In addition, the proposed model could be validated
on real-time practical datasets with larger data sizes.
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