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Abstract

In this study, a direct position tracking method for non-circular (NC) signals

using distributed passive arrays is proposed. First, we calculate the initial posi-

tions of sources using a direct position determination (DPD) approach; next,

we transform the tracking into a compensation problem. The offsets of the

adjacent time positions are calculated using a first-order Taylor expansion.

The fusion calculation of the noise subspace is performed according to the NC

characteristics. Because the proposed method uses the signal information from

the previous iteration, it can realize automatic data associations. Compared

with traditional DPD and two-step localization methods, our novel process has

lower computational complexity and provides higher accuracy. Moreover, its

performance is better than that of the traditional tracking methods. Numerous

simulation results support the superiority of our proposed method.
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1 | INTRODUCTION

Wireless tracking is an important research topic in array
signal processing; it is widely used in radar, communica-
tion, and vehicular engineering applications [1, 2]. The
common two-step method [3], which comprises two inde-
pendent steps, is used for tracking the position of a
source. In these methods, first, the position parameters
(e.g., direction of arrival [DOA] [4], Doppler frequency
shift [5], and time difference of arrival [TDOA] [6])
of the target source are measured. Subsequently, these
parameters are used to calculate source locations, essen-
tially ignoring the fact that all receivers simultaneously
intercept the same transmitted signal. Additionally, these

methods have been shown to be suboptimal for
sensor array-based localization. Therefore, two-step local-
ization algorithms suffer from poor accuracy at low
signal-to-noise ratios (SNRs), and their computational
complexity increases geometrically with the number of
sources [7].

By contrast, the one-step direct position determina-
tion (DPD) method [8] has significant advantages
because it directly tracks sources by constructing a cost
function. By avoiding the construction of geometric
relationships, the DPD method is more adaptable to low
SNR and produces more accurate results [9]. The first
precise maximum likelihood-based DPD technique [10]
for single emitters was developed in 2004; hence, the
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application of DPD to numerous localization scenarios
has been extensively studied. Specifically, Demissie et al.
proposed a moving single-array DPD technique [11] in
2008, which obtains source locations via subspace data
fusion (SDF). Another common DPD approach is to
receive signals through multiple fixed-location stations
and transmit them to a fusion center (FC) [12, 13],
whereas the positioning procedure is performed only at
the FC. However, FC-based algorithms require higher
communication bandwidths [14]. Tirer and Weiss [15]
introduced an algorithm that does not require foreknowl-
edge of emitted signals types, which reduces computa-
tional burdens. Additionally, because the FC-based DPD
algorithm processes all receiver intercepts simulta-
neously, it exhibits more robust performance than single-
station DPD algorithms [16]. However, the drawback of
the DPD algorithm is that its complexity is so high that it
prevents real-time tracking.

Conventional DPD methods are based on circular sig-
nals. However, non-circular (NC) signals vary in terms of
the elliptical covariance. NC signals are often used in dig-
ital modulation schemes, such as binary phase shift key-
ing (BPSK) [17] and amplitude-shift keying (ASK) [18].
Therefore, the NC signal position must be estimated.
Based on the SDF algorithm, [19] proposed a DPD
method for NC signals using a uniform line array (ULA)
that provides significant improvements in emitter posi-
tion and number estimation accuracy over traditional cir-
cular signal algorithms. DPD methods for NC signals
with moving coprime and nested arrays were examined
in [20] and [21], respectively, which further improved the
performance in locating NC signals. For practical situa-
tions, [22] proposed a DPD method for NC signals using
self-calibration techniques in the presence of mutual cou-
pling. Despite the advances in DPD methods for NC sig-
nals, their complexity has not been reduced and they still
present significant shortcomings in tracking.

To better track NC signals, we developed a novel DPT
technique. Our main contributions are as follows.

1. Our proposed method for solving the position-
tracking problem of NC signals from distributed pas-
sive arrays lacks the conventional repetitive (two-step)
DOA and position estimation (DPD) methods in
which successive sets of estimates provide the tracking
trajectory. Instead, it avoids repeated calculations and
tracks both position and NC phase iteratively.

2. To realize low-complexity tracking and automatic data
associations, we use Taylor expansions to transform
tracking tasks into compensation problems to ensure
that multiple sources can be tracked by calculating
the position differences between adjacent moments.
We use multi-subspace data fusion to calculate the

differences, thus rendering this method more accurate
than traditional versions, particularly at low SNRs. An
ordinary least squares (OLS) method is used to improve
performance when the source trajectories are crossed.

3. Superiority is confirmed via complexity analyses and
comprehensive numerical results in terms of compu-
tational complexity and tracking accuracy.

The remainder of this paper is organized as follows.
Section 2 introduce the tracking model and the NC
sources. Section 3 describes the processing of the received
signal using the proposed algorithm. Section 4 presents a
performance analysis, which includes complexity and
simulation analyses. Finally, Section 5 presents the con-
cluding remarks.

Notation: ð�ÞT, ð�ÞH, ð�Þ ∗ , and ð�Þþ represent transposi-
tion, conjugate-transpose, conjugation-and-pseudo-inverse
operations, respectively.

N
is the Kronecker product, and

Eð�Þ represents the expanded range. jj � jj is the Euclidean
norm, Om�n represents a zero matrix, m�n, and ∂ð�Þ
denotes a partial derivative. ~p represents an estimate of p.

2 | SIGNAL AND SYSTEM MODEL

As seen in Figure 1, we consider a two-dimensional
position tracking scenario. Assuming there are K far-field
narrowband moving NC signals incoherently impinging
onto L observation stations equipped with a ULA, the
position of the kth signal at time t is
pk,t ¼ðxk,t, yk,tÞTðk¼ 1, 2, …, KÞ. Observation stations are
situated at ul ¼ðxl, ylÞTðl¼ 1, 2, …, LÞ, and we assume
that all stations are time-synchronized. The received sig-
nal at the lth station can be expressed as follows [23].

F I GURE 1 Tracking scenario.
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XlðtÞ¼AlðtÞSlðtÞþnlðtÞ, ð1Þ

where t¼ 1, 2, … , NS, and NS is the total observation
time. AlðtÞ denotes the steering matrix, which is given by

AlðtÞ¼ ½al,1ðtÞ, al,2ðtÞ, …, al,KðtÞ�: ð2Þ

The steering vector, al,kðtÞ, is

al,kðtÞ¼ 1, e�j2πλ dql,kðtÞ, …, e�j2πλ dðM�1Þql,kðtÞ
h iT

, ð3Þ

where ql,kðtÞ¼ ðyk,t� ylÞ=jjðxk,t� xlÞ, ðyk,t�ylÞjj and λ rep-
resents the wavelength of the impinging signals. M and d
are the number of antennas and array spacings, respec-
tively. The signal matrix is

SlðtÞ¼ ½sl,1ðtÞ, …, sl,kðtÞ, …, sl,KðtÞ�T �CK�J , ð4Þ

where J is the number of snapshots, and

sl,kðtÞ¼ sl,kðtÞejφk �C1�J ð5Þ

denotes the NC signal from the kth emitter received by
the lth station at time t. sl,kðtÞ is the amplitude vector of
the kth signal, and φk is the NC phase. Thus, the signal
matrix can be written as

SlðtÞ¼ΩslðtÞ, ð6Þ

where

Ω¼

ejφ1 0 … 0

0 ejφ2 … 0

..

. ..
. . .

. ..
.

0 0 … ejφK

266664
377775, ð7Þ

slðtÞ¼ sl,1ðtÞ, …, sl,kðtÞ, …, sl,KðtÞ½ �T: ð8Þ

slðtÞ is a matrix of real numbers, and the received signal,
xlðtÞ, can be rewritten as follows.

XlðtÞ¼AlðtÞΩslðtÞþnlðtÞ: ð9Þ

nlðtÞ is assumed to be uncorrelated with the white com-
plex Gaussian noise with zero mean.

3 | PROPOSED METHOD

In this section, our new direct position-tracking algo-
rithm for NC signals, which achieves position tracking
through a joint multi-station Taylor expansion approxi-
mation, is described.

3.1 | Initial position estimation

NC signals preserve more useful information than circu-
lar signals. Thus, employing the NC properties of the
received signal can significantly increase estimation accu-
racy. The received signal matrix of the lth observation
station can be extended as follows [24].

zlðtÞ ¼
XlðtÞ

X ∗
l ðtÞ

" #
¼

AlðtÞΩ

A ∗
l ðtÞΩ ∗

" #
slðtÞþ

nlðtÞ

n ∗
l ðtÞ

" #
¼BlðtÞslðtÞþnlðtÞ,

ð10Þ

where the extended steering matrix is

BlðtÞ¼
AlðtÞΩ

A ∗
l ðtÞΩ ∗

� �
¼ bl,1ðtÞ, …, bl,KðtÞ½ �: ð11Þ

The extended steering vector is expressed as

bl,kðtÞ¼ e�jφk , e�j 2π
λ dql,kðtÞþφk½ �, …, e�j 2π

λ dðM�1Þql,kðtÞþφk½ �,
h

ejφk , ej
2π
λ dql,kðtÞþφk½ �, …, ej

2π
λ dðM�1Þql,kðtÞþφk½ �

iT
:

ð12Þ

The complex Gaussian noise vector is

nlðtÞ¼
nlðtÞ
n ∗
l ðtÞ

� �
, and its noise power is σ2n. The covari-

ance matrix of the received signal can be calculated as

RlðtÞ¼E zlðtÞzHl ðtÞ
� �

: ð13Þ

In practice, (13) is not available, and the covariance
matrix can be estimated from J snapshots, as follows.

~RlðtÞ≈
1
J

XJ

i¼1
zl,iðtÞzHl,iðtÞ, ð14Þ

where zl,iðtÞ indicates the ith snapshot of zlðtÞ. The eigen-
value decomposition of covariance matrix RlðtÞ can be
expressed as follows.
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RlðtÞ¼ Ul,SðtÞUl,NðtÞ½ �ΛlðtÞ Ul,SðtÞUl,NðtÞ½ �H, ð15Þ

where Ul,SðtÞ and Ul,NðtÞ are the signal and noise
subspaces, respectively, of the signal received by the
lth observation at time t. The signal subspace consists
of eigenvectors corresponding to larger K eigenvalues,
and the noise subspace is composed of the remaining
2M�K eigenvectors. ΛlðtÞ is a diagonal matrix compris-
ing the eigenvalues of RlðtÞ at time t. According to the
SDF algorithm, the cost function for the NC signals
is [21]

f ðp,φÞ¼
XL
l¼1

jjUH
l,NðtÞblðp,φÞjj, ð16Þ

where p¼ðx, yÞT denotes the coordinates of the position
in the monitoring area and φ is the NC phase in the
search range. The measurement positions of target
sources ~pk,t are obtained by searching the spectral peaks
of the minimum points. The NC phases of the sources
can be obtained using a one-dimensional search based on
measured positions ~pk,t and (16).

3.2 | Taylor expansion approximation-
based DPT

Considering the low-speed movement of the sources, the
difference in positions at adjacent times is bounded.
Therefore, the source positions can be tracked by
calculating the deviation. The position of a source at time
tþ1 is related to that at time t, as follows.

xk,tþ1 ¼ xk,tþξx,k,tþ1,

yk,tþ1 ¼ yk,tþ ξy,k,tþ1,
ð17Þ

where ξx,k,tþ1 and ξy,k,tþ1 are the corresponding differ-
ences in coordinates. Meanwhile, we consider that the
results of the NC phase in the measurement are not
completely accurate, which implies the following.

φk,tþ1 ¼φk,tþ ξφ,k,tþ1, ð18Þ

where ξφ,k,tþ1 is the difference between NC phases at
adjacent times. The first-order Taylor expansion of the
extended steering vector, (12), at time tþ1 is as follows.

bl,kðtþ1Þ≈

bl,kðtÞþ
∂bl,kðtÞ
∂xk,t

ξx,k,tþ1þ
∂bl,kðtÞ
∂yk,t

ξy,k,tþ1þ
∂bl,kðtÞ
∂φk,t

ξφ,k,tþ1:

ð19Þ

Because the noise subspace is orthogonal to the steer-
ing vector [21], we obtain

UH
l,Nðtþ1Þbl,kðtþ1Þ¼Oð2M�KÞ�1, ð20Þ

where Ul,Nðtþ1Þ is the noise subspace of the received
signal at the lth observation station. In case of multiple
sources, the orthogonality can be expressed as

UH
l,Nðtþ1ÞBlðtþ1Þ¼Oð2M�KÞ�K : ð21Þ

We define the three deviation matrices as follows.

ξxðtþ1Þ≜

ξx,1,tþ1 0 … 0

0 ξx,2,tþ1
. .
.

0

..

. ..
. . .

. ..
.

0 0 … ξx,K ,tþ1

26666664

37777775, ð22Þ

ξyðtþ1Þ≜

ξy,1,tþ1 0 … 0

0 ξy,2,tþ1
. .
.

0

..

. ..
. . .

. ..
.

0 0 … ξy,K,tþ1

26666664

37777775, ð23Þ

ξφðtþ1Þ≜

ξφ,1,tþ1 0 … 0

0 ξφ,2,tþ1
. .
.

0

..

. ..
. . .

. ..
.

0 0 … ξφ,K,tþ1

26666664

37777775: ð24Þ

Therefore, according to (11), (19), and (21), the devia-
tion matrices satisfy the following equations.

UH
l,Nðtþ1ÞBlðtÞþUH

l,Nðtþ1Þ∂BlðtÞ

ξxðtþ1Þ

ξyðtþ1Þ

ξφðtþ1Þ

2664
3775

¼Oð2M�KÞ�K ,

ð25Þ

where the partial derivative matrix, ∂BlðtÞ, is defined as
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∂BlðtÞ¼
∂BlðtÞ
∂xt

∂BlðtÞ
∂yt

∂BlðtÞ
∂φt

� �
: ð26Þ

According to (21) and (25), the deviation matrices can
be expressed as

ξxðtþ1Þ
ξyðtþ1Þ
ξϕðtþ1Þ

264
375¼�μþν, ð27Þ

where

μ¼

UH
1,Nðtþ1Þ∂B1ðtÞ

UH
2,Nðtþ1Þ∂B2ðtÞ

..

.

UH
L,Nðtþ1Þ∂BLðtÞ

2666664

3777775, ð28Þ

v¼

UH
1,Nðtþ1ÞB1ðtÞ

UH
2,Nðtþ1ÞB2ðtÞ

..

.

UH
L,Nðtþ1ÞBLðtÞ

2666664

3777775: ð29Þ

Thus, offsets ξx,k,tþ1, ξy,k,tþ1, ξφ,k,tþ1 can be calculated,
and the positions and NC phases of the sources at time
tþ1 can be obtained as follows.

~xk,tþ1 ¼ xk,tþξx,k,tþ1,

~yk,tþ1 ¼ yk,tþ ξy,k,tþ1,

~φk,tþ1 ¼φk,tþ ξφ,k,tþ1:

ð30Þ

The results are then iterated to achieve the position
tracking of multiple emitters. This method avoids data
associations and directly calculates the position without
establishing new geometric relationships. However, when
the trajectories of the sources cross, position estimates at
nearby points are commonly blurred, which is a problem
that must be overcome. To do so, we adopt an OLS
method assuming that the source position measurements
at the previous m times are ~pk,t�mþ1, ~pk,t�mþ2, :::, ~pk,t .
Next, we fit them to a polynomial. This polynomial is
subsequently used to predict the position of the kth target
at time tþ1. If the position measurement of the proposed
method differs considerably from the predicted position,
the predicted position is used instead of the measured
position. This effectively minimizes errors.

3.3 | Detailed steps for implementing
the proposed methodology

The detailed steps of the proposed method are as follows.

Step 1. Use the SDF algorithm to determine the initial
coordinates of sources and related NC phases.

Step 2. Calculate the covariance matrix, Rlðtþ1Þ, of sig-
nals received by each observation station at time
tþ1.

Step 3. Obtain the noise subspace, UH
l,Nðtþ1Þ, by per-

forming an eigenvalue decomposition of the
covariance matrix.

Step 4. Perform Taylor expansion of the extended steer-
ing vector, bl,kðtþ1Þ.

Step 5. Construct matrices μ and v according to (28)
and (29), respectively.

Step 6. Determine the deviations in accordance
with (27).

Step 7. Obtain signal positions by (30).
Step 8. Repeat Steps 2–7 to achieve tracking of the sig-

nals at each time.

4 | PERFORMANCE ANALYSIS

In this section, we analyze the Cramér–Rao bound (CRB)
of the proposed method and highlight its advantages in
terms of complexity and simulation performance.

4.1 | CRB analysis

The CRB establishes a lower bound for the variance of an
unbiased estimator and is commonly used to evaluate
algorithm performance. In this section, we analyze the
CRB at tracking time t. If all unknown real parameters
are represented by the vector, γ, then

γ¼ px
T,py

T,ΦT,ηT,σ2n
h iT

, ð31Þ

where

px ¼ ½x1,t, …, xK ,t�T, ð32Þ

py ¼ ½y1,t, …, yK ,t�T, ð33Þ

Φ¼ ½φ1, …, φK �T, ð34Þ

η¼ cT1 ,
…, cTl ,

…, cTL
� �

, ð35Þ
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cl ¼ σ2l,1,
…, σ2l,k,

…, σ2l,K
� �T

, ð36Þ

where σ2l,k represents the power of the kth signal received
by the lth observation station.

For generality and ease of exposure, we define the
following.

zl,i ≜ zl,iðtÞ, ð37Þ

Rl ≜RlðtÞ, ð38Þ

p≜ pT
x , p

T
y

h iT
, ð39Þ

υ≜ ΦT, ηT, σ2n
� �T

: ð40Þ

According to [25-27], zl,iði¼ 1, …, JÞ follows an
NC Gaussian distribution with a zero mean and a vari-
ance of Rl. The logarithmic likelihood function can be
expressed as

f ðγÞ¼ J
2

XL
l¼1

lnðdetfRlgþ trfR
�1

l
RlgÞ

� �
: ð41Þ

All elements of the Fisher information matrix are
denoted as

J½ �p,j ¼ J
2

XL
l¼1

∂rl
∂γp

 !H

Rlð Þ�TO Rlð Þ�1
� 	 ∂rl

∂γj

 !

¼ J
2

XL
l¼1

∂r
0

l

∂γp

 !H
∂r

0

l

∂γj

 !
,

ð42Þ

where γp and γj represent the pth and jth elements of γ,
respectively. �ð Þ�T ¼ ðÞ�1
 ��T

and rl ¼ vecfRlg and r0l is
given as

r0l ¼ Rlð Þ�T=2O Rlð Þ�1=2
� 	

rl, ð43Þ

where �ð Þ�T=2 ¼ ðÞ�1=2
� 	�T

.
We define r0 ¼ r0T1 ,

…, r0TL
� �T

as

J¼ J
2

∂r0

∂γT

� �H ∂r0

∂γT

� �
, ð44Þ

where

∂r0

∂γT
¼ ∂r0

∂pT
,
∂r0

∂υT

� �
: ð45Þ

Furthermore, (44) can be rewritten as follows.

J¼ J
2

∂r0
∂pT

� 	H ∂r0

∂pT
∂r0
∂pT

� 	H ∂r0

∂υT

∂r0
∂υT

 �H ∂r0

∂pT
∂r0
∂υT

 �H ∂r0

∂υT

2664
3775: ð46Þ

Finally, the CRB, with respect to the source location,
can be calculated as

CRBp ¼
2
J

∂r0

∂pT

� �H

P ⊥
∂r0
∂υT

∂r0

∂pT

( )�1

, ð47Þ

where

P ⊥
∂r0
∂υT

¼ I� ∂r0

∂υT
∂r0

∂υT

� �H ∂r0

∂υT

!�1
∂r0

∂υT

� �H

, ð48Þ

∂r0

∂pT
¼

∂r01
∂pT

..

.

∂r0L
∂pT

26666664

37777775¼

∂r01
∂pT

x

∂r01
∂pT

y

..

. ..
.

∂r0L
∂pT

x

∂r0L
∂pT

y

26666664

37777775, ð49Þ

∂r0

∂υT
¼

∂r01
∂υT

..

.

∂r0L
∂υT

2666664

3777775¼

∂r01
∂ΦT

∂r01
∂ηT

∂r01
∂σ2n

..

. ..
. ..

.

∂r0L
∂ΦT

∂r0L
∂ηT

∂r0L
∂σ2n

26666664

37777775: ð50Þ

4.2 | Degree of freedom and complexity
analysis

Compared with conventional location and tracking
methods for circular signals, the degree of freedom of the
NC signal is twice as high, thus implying that under
the same conditions, the NC method can monitor more
sources. Thus, we calculate the computational complexity
of the proposed method and compare the results to two-
step-MUSIC, two-step-ESPRIT, and reduced dimension
(RD)-DPD algorithms. The two-step algorithms are based
on the contemporary MUSIC [28] and ESPRIT [29]
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algorithms, which calculate the DOA in the first step. In
the second step, both algorithms obtain the signal loca-
tion by clustering intersections. The RD-DPD algo-
rithm [30] is an improved DPD algorithm that uses NC
characteristics with an RD concept. Furthermore, the
nearest neighbor association method is used to associate
algorithmic data for comparison. We use the number of
complex multiplications as a standard measure of com-
plexity. Table 1 lists the specific complexities of these
algorithms, where Nθ and Nφ are the numbers of search
grids for the angle and NC phases, respectively; and n is
the number of search grids on the coordinate axes of the
RD-DPD algorithm.

To intuitively demonstrate the superiority of the pro-
posed method, Figure 2 demonstrates the computational
complexity of the four algorithms with different array ele-
ment number settings, where NS ¼ 60, L¼ 4, J ¼ 200,
K ¼ 2, Nθ ¼ 180, Nφ ¼ 90, and n¼ 1000. It is obvious that
the proposed method has a significant advantage in terms
of complexity over the two-step MUSIC and RD-DPD
algorithms because it avoids a grid search. The perfor-
mance of the proposed method was only slightly better
than that of the two-step ESPRIT algorithm because we
used the number of complex multiplications as the calcu-
lation criterion for complexity. However, in practice, the
proposed algorithm still has greater advantages than
the two-step algorithm because it requires a new mathe-
matical model to calculate intersections and clusters,
which considerably reduces the computational burden of
real-number multiplications.

4.3 | Simulation analysis

This subsection describes the experiments conducted to
simulate the DPT problem. In our experiments, we ini-
tially considered whether the proposed method could
effectively track sources under harsh conditions, such as
source trajectory crossovers and multiple sources whose
motion trajectories satisfy different models. Assuming
that source state xk,t ¼ xk,t, _xk,t, €xk,t, yk,t, _yk,t, €yk,t


 �T
sat-

isfies a constant acceleration (CA) model,

xk,tþ1 ¼Fxk,tþGvk, ð51Þ

where _xk,t and _yk,t are velocities (m/s) on the x and y axes,
respectively, and €xk,t and €yk,t are the corresponding accel-
erations (m=s2). F is the transition matrix, which is
obtained as

F¼
FT O3�3

O3�3 FT

� �
, ð52Þ

where

FT ¼
1 ΔT ΔT2=2

0 1 ΔT
0 0 1

264
375, ð53Þ

and coefficient matrix G is defined as

G¼
GT O3�1

O3�1 GT

� �
, ð54Þ

where

TAB L E 1 Complexity comparison.

Algorithms Complexity

Two-step-MUSIC O NSL 4M2Jþ8M3þNθNφ 8M3�4M2Kþ4M2þ2M

 �
 �
 �

Two-step-ESPRIT O NSL 4M2Jþ8M3þ8M3Kþ6MK2þ16M2Kþ8K3

 �
 �

RD-DPD O NSL 4M2Jþ8M3þn2 8M3�4M2Kþ8M2þ8Mþ14

 �
 �
 �

Proposed method O NSL 4M2Jþ8M3þ16M2Kþ16MK2�9K3�3K2

 �
 �

F I GURE 2 Computational complexity of the four approaches.
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GT ¼
ΔT2=2

ΔT
1

264
375: ð55Þ

ΔT¼ 1 s denotes the time step, and vk denotes a zero-
mean Gaussian process. Four observation stations were
placed at ð0, 0Þ, ð0, 1000mÞ, ð1000m, 0Þ, and
ð1000m, 1000mÞ.

Figure 3 shows the tracking results of the proposed
method when the trajectories cross, where NS is 60 s, the
number of array elements is M¼ 8, the number of snap-
shots is J ¼ 200, SNR= 15 dB, and K ¼ 2. The initial
source target states are x1,1 ¼ð108, 8, 0, 792, �8, 0ÞT,
and x2,1 ¼ð108,8,0,400:1,0,0:2ÞT. This demonstrates that
the proposed method can effectively and accurately track
multiple sources using OLS to handle trajectory crossing.
Figure 4 illustrates the tracking results of multiple
sources satisfying different moving models, where K ¼ 4.
Evidently, the proposed method efficiently tracked multi-
ple sources that satisfied different movement models.

In the next simulations, we compare the proposed
method with several approaches, including the two-step
MUSIC algorithm, two-step ESPRIT algorithm, RD-DPD
algorithm, NC-particle filter (PF) algorithm, NC-Kalman
filter (KF) algorithm, the proposed method for circular
signals (PMC), and CRB. The NC-PF algorithm is a direct
tracking method based on the PF [31], which replaces its
own likelihood function with the cost function in the
RD-DPD algorithm. It obtains the positions of the sources
and achieves tracking via the weighted summation of
particles. The NC-KF algorithm, an improvement on the
two-step ESPRIT algorithm, optimizes the tracking trajec-
tory using the KF [32] algorithm. The root-mean-square
error (RMSE) was used to evaluate the tracking perfor-
mance. It is expressed as follows.

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

CNSK

XC
c¼1

XNS

t¼1

XK
k¼1

jj~pc
k,t�pk,tjj

2

vuut , ð56Þ

where ~pc
k,t is the estimate of pk,t from the cth Monte Carlo

trial at time t. The parameters were set to K ¼ 2 and
C¼ 100, and the initial source target states were x1,1 ¼
ð100, 8, 0, 100, 8, 0ÞT and x2,1 ¼ð100, 8, 0, 400, 0, 0:2ÞT.
The other parameters were identical to those used in the
previous simulations.

Figure 5 shows the RMSE of each algorithm at differ-
ent SNRs. The proposed method shows considerable
improvements in performance compared with the other
algorithms. Even at a low SNR, the proposed method per-
forms well and accurately tracks the sources. By leverag-
ing the unique characteristics of NC signals, the proposed
method demonstrates improved performance in terms of
accuracy, robustness, and resilience in challenging wire-
less environments. The results were combined with those
of the previous complexity analysis and clearly revealedF I GURE 3 Tracking results when trajectories cross.

F I GURE 4 Tracking results of multiple sources. F I GURE 5 Tracking performance comparisons (SNR).
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that the proposed method is superior in both aspects,
owing to the joint processing of the signal subspaces
received from multiple observation stations and the use
of information from previous iterations. Figure 6 displays
the effects of different numbers of snapshots on RMSE,
where SNR = 15 dB. This shows that the proposed
method becomes increasingly effective as the number of
snapshots increases, and the proposed method has advan-
tages over the other algorithms, regardless of the number
of snapshots. Moreover, in both simulations, the pro-
posed method is the closest to CRB.

To illustrate the performance superiority of the algo-
rithm another way, we redefine the RMSE at each time
point as

RMSEðtÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
CK

XC
c¼1

XK
k¼1

jj~pc
k,t�pk,tjj

2

vuut : ð57Þ

Figures 7 and 8 show the tracking history of the
RMSE when SNR = �5 and 10 dB, respectively, where
J ¼ 200 and NS ¼ 30 s. This reveals that the proposed
method can accurately track signals every time and has
high precision at a low SNRs. A comparison with other
algorithms shows that the proposed method outperforms
them every time, and the performance does not change
significantly with a change in signal location. Therefore,
the proposed method is more robust.

For the final simulation, we considered the tracking
effects of the proposed method for different numbers of
array elements. The results are presented in Figure 9, and
the RMSE was calculated according to (56). Evidently,
the performance of the proposed algorithm improved as
the number of arrays increased. When the number of
arrays was small, an increase in the number of arrays
had a greater impact on performance, and a continued
increase in the number of arrays had a smaller impact.

F I GURE 6 Tracking performance comparison of different

snapshots.

F I GURE 7 Tracking performance comparison of history

(SNR = �5 dB).

F I GURE 8 Tracking performance comparison of history

(SNR = 10 dB).

F I GURE 9 Tracking performance for different numbers of

array elements.
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5 | CONCLUSION

In this study, we proposed a DPT method for moving NC
signals using a first-order approximation, which achieves
excellent performance and robustness. By fusing the sub-
space and transforming the tracking into first-order
approximation iterations, the problems of building a new
geometric model and grid searching were avoided,
thereby improving the accuracy of the proposed algo-
rithm compared with others. The proposed method
avoids traditional association processes and directly
resolves target signal locations, thus outperforming other
algorithms in terms of complexity. Numerous simulation
results demonstrated the advantages of the proposed
method. We plan to delve deeper into the properties of
sparse arrays to further upgrade the algorithm.
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