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Abstract

This paper presents the development of language tutoring systems for non-

native speakers by leveraging advanced end-to-end automatic speech recogni-

tion (ASR) and proficiency evaluation. Given the frequent errors in non-native

speech, high-performance spontaneous speech recognition must be applied.

Our systems accurately evaluate pronunciation and speaking fluency and pro-

vide feedback on errors by relying on precise transcriptions. End-to-end ASR is

implemented and enhanced by using diverse non-native speaker speech data

for model training. For performance enhancement, we combine semisuper-

vised and transfer learning techniques using labeled and unlabeled speech

data. Automatic proficiency evaluation is performed by a model trained to

maximize the statistical correlation between the fluency score manually deter-

mined by a human expert and a calculated fluency score. We developed an

English tutoring system for Korean elementary students called EBS AI Peng-

Talk and a Korean tutoring system for foreigners called KSI Korean AI Tutor.

Both systems were deployed by South Korean government agencies.

KEYWORD S
automatic speech recognition, computer-assisted language learning, end-to-end recognition,
language tutoring, spoken proficiency evaluation

1 | INTRODUCTION

Artificial intelligence (AI) is considered the cornerstone
of the Fourth Industrial Revolution, and extensive
research is being conducted to prepare for a future soci-
ety bolstered by its benefits. Because AI is projected to
substantially influence future education, leading nations
are strategizing education in the AI era. Traditional
educational paradigms must be adjusted, particularly in
the aftermath of the COVID-19 (coronavirus disease)
pandemic. Online classes are widely implemented to
encourage students’ self-directed learning. Hence, AI-
based educational services, such as those catering to

foreign language instruction, are garnering increasing
attention [1, 2].

This study aimed to develop an AI-based language
tutor capable of listening, speaking, and teaching akin to a
native language speaker. The development of these tutor-
ing systems involves several technologies. First, spontane-
ous speech recognition by non-native speakers is essential
for audio perception. Second, automatic proficiency evalu-
ation is required to assess foreign language skills and pro-
vide feedback, enabling learners to refine their language
abilities. Third, dialogue processing of information, includ-
ing task-oriented and open-domain conversations, is
required to facilitate free-flowing conversations.
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Numerous research studies have reported methods
for automatically assessing proficiency in non-native
speech [3–10]. GenieTutor is an English tutoring system
for non-native speakers that asks questions, recognizes
speech, and evaluates learners’ spoken English skills
[3–5]. However, it relies on conventional bidirectional
long short-term memory plus hidden Markov model
(BiLSTM-HMM)-based hybrid automatic speech recogni-
tion (ASR) [11], which generally exhibits a lower speech
recognition performance than state-of-the-art end-to-end
ASR [12–16]. Additionally, it uses a limited set of fea-
tures for the proficiency evaluation model. SpeechRater
is an automatic English speech evaluation system used
in the assessment of the Educational Testing Service
(ETS) Test of English as a Foreign Language Practice
Online [6]. It evaluates various aspects of proficiency,
including fluency, pronunciation, repeated speech,
grammar, and comprehension. However, SpeechRater
focuses on assessments rather than on English tutoring.
Fluency, intonation, rhythm, and pronunciation, which
pertain to delivery proficiency, are automatically
assessed, whereas language use proficiency, including
vocabulary and grammar, as well as comprehension-
related proficiency, is assessed by human raters. ELSA
Speak is an online platform designed to improve English
pronunciation for individuals whose native language is
not English [7, 8]. However, it primarily focuses on pro-
nunciation, intonation, fluency, and grammar rather
than on providing comprehensive instructions in lan-
guage aspects such as conversational skills. Further-
more, available studies and products have primarily
focused on English tutoring, while research and develop-
ment of Korean language tutoring remains limited [9].
Except for the KSI Korean AI Tutor described in this
paper, no Korean language tutoring service is commer-
cially available.

This paper focuses on research to improve the perfor-
mance of ASR and automatic proficiency evaluation for
non-native speakers as well as the development of
Korean and English language tutoring systems. Language
tutoring systems should automatically recognize sponta-
neous speech from non-native speakers. ASR is the most
important function in speaking learning systems. Speech
errors in aspects such as articulation, grammar, and
expression are common among non-native speakers. To
address this problem, we implement and improve
end-to-end ASR by incorporating a variety of speech data
from non-native speakers into model training. To
increase performance, we combine semisupervised and
transfer learning techniques that use both labeled
and unlabeled speech log data. Furthermore, we propose
a novel method for training text-to-speech (TTS)-
generated data that targets unseen or infrequent content

in speech log data. To evaluate pronunciation and flu-
ency and then provide feedback, native speakers’ rubrics
should be learned to evaluate speaking and compare it
with native speakers’ pronunciation. Pronunciation
assessment relies on the statistical correlation between
fluency scores manually determined by experts and
scores calculated using an evaluation model. For the
proficiency evaluation model, we extracted 122 fluency
evaluation features after optimization and compared the
neural network model with a conventional linear regres-
sion model.

The contributions of this paper are as follows. (i)
We introduce sophisticated language tutoring systems
for non-native speakers that leverage end-to-end ASR
and enhanced automatic proficiency assessment. Com-
pared with GenieTutor, which uses BiLSTM-
HMM-based ASR and a limited set of features for
proficiency evaluation, our system demonstrates a sub-
stantial performance improvement. (ii) To improve the
ASR performance for non-native speakers, we propose
a combined semisupervised and transfer learning
method using both labeled and unlabeled speech log
data. By incorporating the proposed training method
with TTS-generated data, the proposed method
improves the error rate reduction (ERR) by 55.7% com-
pared with a baseline end-to-end ASR model. (iii) The
proposed language tutoring systems are successfully
commercialized as an English tutoring service for
Korean elementary students and a Korean tutoring ser-
vice for foreigners deployed by South Korean govern-
ment agencies. To the best of our knowledge, this is
the first Korean language tutoring service to incorpo-
rate AI techniques.

The remainder of this paper is organized as follows.
In Section 2, we briefly discuss a similar system. In
Section 3, we describe the baseline end-to-end ASR sys-
tem implemented using a transformer-based encoder–
decoder architecture along with a speech corpus used for
training the baseline system for English or Korean lan-
guage tutoring. In Section 4, we detail the proposed
approach for language tutoring. First, we describe the
proposed training method aimed at achieving high ASR
performance of the language tutoring systems designed
for non-native speakers. We also discuss the proposed
assessment technology to measure language proficiency
and provide feedback. In Section 5, we present the experi-
mental environment and report experimental results of
the proposed methods aimed to improve the system per-
formance. In addition, we introduce the AI PengTalk lan-
guage learning service of the Korean Educational
Broadcasting System (EBS) and Korean AI Tutor lan-
guage learning service of the King Sejong Institute (KSI),
which are implemented using the proposed solutions. In
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Section 6, we discuss the findings of this research.
Finally, Section 7 provides conclusions and outlines
directions for future work.

2 | RELATED WORK

GenieTutor is a computer-based English tutoring system
intended to enhance English proficiency [3–5]. It recog-
nizes English learner’s responses to questions provided,
assesses their appropriateness, automatically detects
and corrects grammatical errors, evaluates the spoken
English proficiency, and provides educational feedback.
The system comprises two learning stages: think and talk
and look and talk. In the think-and-talk stage, various
topics are available, each comprising multiple fixed-
role-play dialogues. English learners select a learning
topic and engage in conversations with the system based
on the chosen roleplay scenario. In the look-and-talk
stage, English learners select a picture and describe
it. After the learner finishes the conversations on the
selected topic or describes the selected picture, the
system calculates the intonation curves, sentence stress
patterns, and word pronunciation scores. It then offers
comprehensive feedback.

GenieTutor uses hybrid BiLSTM-HMM-based
ASR [11] to recognize speech from a learner and per-
forms forced alignment to obtain a time-aligned phone-
mic sequence. Using ASR results and time-aligned
phonemic sequences, including word, phoneme, sen-
tence, and time alignment data, a proficiency evaluation
module selects 50 meaningful features per evaluation
criterion and trains the evaluation model. BiLSTM-
HMM-based ASR generally exhibits a lower speech recog-
nition performance than end-to-end ASR and achieves a
negligible performance improvement when learning
using large amounts of training data.

To address the problems of GenieTutor, we imple-
ment state-of-the-art end-to-end ASR and improve the
performance by incorporating diverse non-native
speakers’ speech data into model training. A large
amount of speech log data was obtained through an
English tutoring service developed using the proposed
method, and a small amount of the data was transcribed
to obtain labeled data. For additional performance
improvement, we used transfer learning combining
supervised learning on labeled data and semisupervised
learning on unlabeled speech data, thereby exploiting all
the available speech log data. In this study, the profi-
ciency evaluation model for an English tutoring system
was trained using additional 122 fluency evaluation fea-
tures. The model was then compared with the GenieTu-
tor model, which contains 50 fluency evaluation features.

3 | BASELINE END-TO-END ASR
SYSTEM AND SPEECH CORPUS

In this section, we describe the baseline end-to-end ASR
system and speech corpus used in model training for
English and Korean language tutoring.

3.1 | Baseline end-to-end ASR system

We establish an end-to-end ASR system using a
transformer-based encoder–decoder framework [12–16].
By applying end-to-end ASR, we can achieve a substan-
tially higher performance than that of a model that uses
conventional BiLSTM-HMM-based ASR [11]. Compara-
tive experimental results are presented in Section 5. The
adopted transformer-based end-to-end model was trained
using the ESPnet end-to-end speech processing
toolkit [17]. Most hyperparameters of the transformer
were set to the default toolkit values. The encoder com-
prises two convolutional layers, a linear projection layer
and a positional encoding layer, followed by 12 self-
attention blocks that included layer normalization. The
decoder comprises six blocks of self-attention and
encoder–decoder attention. Each transformer layer uses
2048-dimensional feedforward networks and four atten-
tion heads, each with a dimension of 256. Training was
performed using the Adam optimization and warm-up
steps over 100 epochs without early stopping. Decoding
was performed using an in-house ASR system that was
developed by modifying the ESPnet toolkit [18, 19].
Figure 1 shows the flowchart of the transformer-based
end-to-end ASR system.

Posterior probability Pθ yjxð Þ can be decomposed as
follows:

F I GURE 1 Flow of transformer-based end-to-end ASR.
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Pθ yjxð Þ¼
YN

n¼1
Pθ yn j y1:n�1,xð Þ, ð1Þ

where y1:n�1 represents subsequence y1, y2, � � �,yn�1f g
and Pθ yn j y1:n�1,xð Þ is computed by the encoder–decoder
network as

H¼Encoder xð Þ, ð2Þ

cn ¼Attention an�1,Hð Þ, ð3Þ

Pθ yn j y1:n�1,xð Þ¼ Softmax Decoder cn,y1:n�1ð Þð Þ, ð4Þ

where H is a series of state vectors from the top layer of
the encoder for a given x, an is an attention weight
vector, and cn is a context vector synthesized from
all encoder outputs H via an attention mechanism
[20, 21].

3.2 | Speech corpus

For high-performance ASR, the acoustic model must be
enhanced by collecting and transcribing abundant and
diverse non-native speaker speech data for training.
When training data are scarce, the deep-learning acoustic
model exhibits a performance improvement proportional
to the availability of the training data. The lengths of the
transcribed speech used to train the end-to-end ASR in
the English tutoring system targeting local elementary
students and the Korean tutoring system for foreigners
are listed in Table 1.

4 | PROPOSED APPROACH

This section describes the proposed approach. First, we
elucidate the training methods employed for perfor-
mance enhancement. Specifically, we describe the pro-
posed semisupervised transfer learning method with
labeled/unlabeled speech data and training on the gen-
erated TTS data to obtain unseen samples. Finally, we
introduce the proposed method for automatic profi-
ciency evaluation.

4.1 | Semisupervised transfer learning
for language tutoring

The proposed transfer learning method combines super-
vised learning with labeled data and semisupervised
learning with unlabeled speech data [22–25]. Specifically,
we consider an English tutoring system to be deployed,
and thousands of hours of unlabeled data obtained from
the language service log are used in semisupervised trans-
fer learning. The loss function for training the unlabeled
speech log data is given by

Lu ¼
XU

u¼1
 qu ≥ τð ÞH byu,Pθ yjxuð Þð Þ, ð5Þ

byu ¼ argmaxy quð Þ, ð6Þ

qu ¼Pθ yjxuð Þ, ð7Þ

where H represents the cross-entropy loss, Pθ yjxuð Þ is the
posterior probability, byu represents the pseudo-label,
which is generated from transcriptions for unlabeled
speech data using a pretrained ASR model and assigned
to unlabeled data xu, qu is the confidence score associated
with this pseudo-label, and τ is a scalar hyperparameter
for confidence thresholding. Hyperparameter τ controls
the pseudo-label pruning and is determined experimen-
tally from a set of possible values, 0:8,0:825,0:85,f
0:875,0:9g. The proposed semisupervised end-to-end ASR
training method is formulated as the following general
optimization problem aimed at finding the model param-
eters that minimize the loss function for labeled and
unlabeled speech data [26–29]:

Lss ¼
XL

l¼1
H y,Pθ yjxlð Þð Þþ γ

XU

u¼1
H byu,Pθ yjxuð Þð Þ,

ð8Þ

where the first and second terms correspond to loss func-
tions Ll and Lu for labeled and unlabeled data, respec-
tively, and γ is a scalar hyperparameter indicating the
weight of the unlabeled data loss. Figure 2 depicts
the procedure of the proposed semisupervised transfer
learning method using labeled and unlabeled speech log
data. All learning blocks in the figure are as explained
above, except for the semisupervised transfer learning
block.

The proposed semisupervised method performs trans-
fer learning on the baseline end-to-end ASR system
described in Section 3.1, which is trained using a large
speech corpus, as explained in Section 3.2. While inherit-
ing the unit list corresponding to the output nodes of the

TAB L E 1 Length of transcribed speech data.

Non-native speakers (h) Total (h)

English 5000 17 000

Korean 5000 10 000
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baseline end-to-end model, transfer learning is performed
on thousands of hours using labeled and unlabeled tutor-
ing service log speech data. However, transfer learning
can lead to the overfitting on the training data of specific
target domains if training is unconstrained. The trained
model may then show a serious deterioration in the rec-
ognition performance in the general domain. To mitigate
catastrophic forgetting caused by overfitting, we propose
and apply a teacher/student-based transfer learning
method. Figure 3 details the semisupervised transfer
learning block [30, 31].

In the proposed transfer learning method, a baseline
end-to-end ASR system trained on a large speech corpus
(Section 3.2) serves as the baseline teacher model. The
ASR system optimized for the target-domain speech data
from the service log serves as the student model. The
proposed transfer learning method determines the opti-
mal model parameters for the target-domain speech data
while simultaneously training through the transfer of
the posterior distribution of the baseline model as
follows:

Lt ¼
XN

i¼1
1�λð ÞH y,Pθ yjxið Þð ÞþλH σ f t xið Þð Þ,Pθ yjxið Þð Þ,

ð9Þ

where σ f t xið Þð Þ is a soft label from the baseline teacher
model and λ is a scalar hyperparameter experimentally
determined based on the number of target-domain
speech samples. As a result, the target distribution is an
interpolation between the empirical probability and the
probability estimated from the baseline teacher model.
Hence, conservative training can be resembled, in which
Kullback–Leibler divergence regularization is
applied [32].

The developed language tutoring system contains a
vast array of content, resulting in instances of content
sentences that do not appear in the log speech data.
Unseen textual content not included in the speech log
used for ASR model training reduces the recognition per-
formance when spoken by learners. The conventional
approach for BiLSTM-HMM-based ASR models involves
building a language model (LM) with textual content
data and integrating it into an ASR decoder. However, as
explained in Section 5.1, applying a transformer LM
trained with textual content to the end-to-end model
results in a slight performance reduction. A transformer-
based end-to-end model requires paired speech and tex-
tual transcriptional data for training. To obtain such
unseen content, we use TTS conversion to generate the
corresponding speech data and incorporate the data into
model training. During this process, we alter the speech
rate, pitch, and volume to augment the training data.
Speech generated via TTS conversion produces utterances
of unseen content and speakers from the original log
speech data for model training. However, compared with
the speech of actual speakers, this tends to be less natu-
ral, possibly degrading the performance of the acoustic
model. To mitigate this distortion, we freeze the trans-
former encoder, which converts an acoustic feature
sequence into a sequential representation, and focus
solely on training the decoder. In addition, we include a
consistent representation loss term in the training loss of
sampled labeled speech data, thereby ensuring that data
generated by TTS conversion, with their inevitable per-
turbation, are represented in a model space similar to the
speech data articulated by real speakers. The consistent
representation loss is given by

Lc ¼
XM

i¼1
DKL Pθ yjxi,REALð ÞjPθ yjxi,TTSð Þ½ �, ð10Þ

where xi,REAL represents real speech sampled from
labeled target speech data and xi,TTS represents TTS-
generated speech data.

F I GURE 3 Diagram of semisupervised transfer learning

block.

F I GURE 2 Diagram of proposed semisupervised transfer

learning.
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4.2 | Evaluation of proficiency for
language tutoring

The proposed method for automatic proficiency evalua-
tion involves extracting fluency features to assess profi-
ciency in various areas, training a proficiency evaluation
model using these features, and automatically evaluating
pronunciation proficiency [4, 9].

Figure 4 shows the overall procedure for training the
proficiency evaluation model. This method calculates
diverse acoustic features, including segmental features,
intonation, and rate from speech pronounced by non-
native speakers based on a rubric specifically designed
for evaluating pronunciation proficiency. To derive these
fluency attributes, the speech signals undergo transcrip-
tion using the ASR system, and a forced-alignment algo-
rithm determines time-aligned sequences of words and
phonemes. Each sequence includes temporal information
for individual words and phonemes along with associated
acoustic scores. By leveraging these sequences, fluency
features are extracted from each word and sentence
across multiple dimensions. The proficiency evaluation
models are then trained using the extracted fluency attri-
butes and scores provided by expert raters. The human
raters were university instructors specializing in English
education and English teachers with background in edu-
cation. To ensure consistent evaluations, the raters
received pretraining to familiarize themselves with the
evaluation rubrics. During the initial assessment period,
a gold standard was established for each score, and
detailed evaluation guidelines were coordinated among
the raters through a calibration process. Then, two raters
with high correlations within a group of multiple

raters were selected, and their scores served as references.
Finally, the proficiency scores were computed using the
fluency features and evaluation models.

Figure 5 illustrates the automatic proficiency evalua-
tion process using a trained evaluation model. Learner
speech signals were converted into text using ASR, and
synchronized sequences of words and phonemes were
obtained through a forced-alignment algorithm. Each
time-aligned sequence provided the start and end times
for each word and phoneme, as well as the acoustic
scores. These sequences were used to derive fluency fea-
tures from every word and sentence from multiple per-
spectives. Finally, the learners’ pronunciation proficiency
grades were estimated using a trained proficiency evalua-
tion model.

Next, we briefly describe the components of
conversation-based automatic pronunciation and fluency
evaluation systems. Figure 6 presents a diagram of the
developed conversational language tutoring system. This
system is a language learning program based on natural

F I GURE 4 Diagram of training proficiency evaluation model.

F I GURE 5 Diagram of automatic proficiency evaluation.

F I GURE 6 Diagram of conversational language tutoring

system.
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language interaction and speech technology. This allows
learners to interact with the system on various topics,
thereby facilitating the learning of words, sentences,
expressions, and discussion skills. By providing conversa-
tional processing functions and educational content, the
system offers a platform for the interactive learning of
foreign language speaking. It also provides pronuncia-
tion, fluency evaluation, and scoring across various
aspects of the learners’ speech.

5 | EXPERIMENTAL RESULTS

5.1 | EBS AI PengTalk: English tutoring
system for Korean elementary school
students

EBS, with the support of the Korean Ministry of Education,
has developed AI PengTalk, a free service for English learn-
ing directed to elementary school students nationwide.
From the initial stages of development, ASR and auto-
matic proficiency evaluation from our research have been
implemented. Ongoing improvements in performance
have led to a substantial number of active users. Figure 7
shows the user interface for learning in EBS AI PengTalk.

For efficient ASR of non-native speakers’ pronuncia-
tions, the acoustic model must be enhanced by systemati-
cally collecting and transcribing a large set of diverse

speech data from those speakers. As indicated in Table 1,
17 000 h of transcribed speech data was used for training
the ASR system in EBS AI PengTalk. In this dataset,
5000 h of speech data was collected from non-native
speakers. EBS AI PengTalk consists of six types of learning
exercises: repeating words, repeating sentences, dialogue
practice, expression practice, let us talk, and speaking. We
constructed an evaluation set composed of approximately
1700 sentences extracted from various learning exercises
in the EBS AI PengTalk pilot service logs.

Table 2 lists the results of ASR experiments. At the
onset of the language tutoring system, we applied a
BiLSTM-HMM-based model trained on a large speech
corpus (Section 3.2) and a domain-specific 3-g LM. The
BiLSTM-HMM-based model was trained using the Kaldi
open-source speech toolkit [33]. The architecture of the
BiLSTM-HMM-based model comprises an input layer,
five BiLSTM layers, a fully connected layer, and a soft-
max layer. The domain-specific 3-g LM was trained on
preprocessed domain text data including educational con-
tent using the SRILM toolkit [34, 35]. The proposed
BiLSTM-HMM-based model outperformed the Google
API, which provides ASR for American English. The pri-
mary reason for this may be its incorporation of non-
native speaker data, as described in Section 3.2. To
improve the ASR performance, we developed a
transformer-based end-to-end ASR model, as detailed in
Section 3.1. The transformer LM comprises 16 trans-
former blocks, with each block containing eight attention
heads of 512 dimensions and feedforward layers consist-
ing of 2048 units. A transformer LM is incorporated with
end-to-end ASR through shallow fusion [36]. Shallow
fusion allows to integrate external LMs into ASR models
during decoding. Specifically, the interpolated score of
the ASR model and LM is calculated at each ASR decod-
ing step and interpolated in log-linear space. By applying
end-to-end ASR trained on the same data, the speech rec-
ognition performance notably improves compared with
conventional BiLSTM-HMM-based ASR.

(A) (B) (C)

(D)

F I GURE 7 EBS AI PengTalk language tutoring service.

Screenshots of (A) dialogue exercise and scoring, (B) feedback on

fluency scoring, and (C) free dialogue. (D) Language tutoring scene.

TABL E 2 Results of ASR evaluation on EBS AI PengTalk.

Model LM
Word error
rate (%)

Google API (American
English)

Unknown 32.13

BiLSTM-HMM Domain 3-g 20.38

End-to-end – 18.54

+ Transfer learning – 9.36

+ Transfer learning Transformer LM 9.55

+ TTS-based data
generation

– 8.21

54 KANG ET AL.



To achieve automatic proficiency evaluation of input
speech, a higher-performance ASR was necessary. To this
end, we applied semisupervised transfer learning for
domain transfer (Section 4.1) using 1.5 million utterances
from the AI PengTalk language service log data. Of these
training utterances, 45 000 utterances were labeled, and
the remaining utterances were unlabeled. After semisu-
pervised transfer learning for domain transfer to the end-
to-end model, we achieved a markedly improved result,
with an ERR of 49.5%. As the application of the trans-
former LM slightly reduced the performance, it was not
implemented in the language tutoring service. AI Peng-
Talk consisted of approximately 90 000 sentences of edu-
cational content. However, an analysis of the service log
speech data revealed that most sentences were dupli-
cated, and over 90% of the total educational content was
categorized as unseen. To mitigate adverse effects of such
data, we performed transfer learning on speech data gen-
erated through TTS conversion from text data inputs and
sampled speech data (Section 4.1). For TTS conversion,
we used a commercial tool based on the conventional
unit selection synthesis from ReadSpeaker Korea. This
approach resulted in an additional performance improve-
ment with an ERR of 12.3%.

Training of the automatic proficiency evaluation
model for the EBS AI PengTalk language tutoring service
was performed as described in Section 4.2. A total of 7545
speech utterances pronounced by 120 elementary school
students were collected and manually assessed by five

expert human raters for English evaluation. The fluency
evaluation scores included a holistic score and four ana-
lytic scores, namely, intonation, stress and rhythm, speech
rate and pause, and segmental features. Features for flu-
ency evaluation were extracted from each speech sample.
By excluding features with zero variance, 122 features
were extracted. Subsequently, the proficiency evaluation
model was trained using the 122 fluency evaluation fea-
tures for the 7545 utterances. The proficiency evaluation
model was trained and compared using two approaches
for predicting the pronunciation assessment scores of an
English learner’s utterances based on the feature values.
Linear regression, a simple and well-established method,
is widely used for automatic proficiency scoring. Addition-
ally, we harnessed the processing power of neural net-
works to train the proficiency scoring model with
nonlinear descriptions and enhanced accuracy. The neural
network architecture included a convolutional layer with
one hidden layer and three hidden units, along with a
fully connected layer. Figure 8 shows the Pearson correla-
tion coefficients for the performance evaluation of the
manually collected fluency evaluation data. The Pearson
correlation is a common metric to assess the effectiveness
of proficiency assessment methods. The performance of
the two approaches was nearly identical, but the neural
network provided a slightly higher performance.

Table 3 lists a comparison between EBS AI PengTalk
and other English tutoring and learning services. ETS
SpeechRater, ELSA Speak, and GenieTutor were com-
pared, and their results were retrieved from [3–8]. Spee-
chRater uses ASR provided by an external vendor and
consistently updates its performance. However, according
to a recent report, end-to-end ASR has not been imple-
mented to date.

5.2 | KSI Korean AI Tutor: Korean
tutoring system for foreigners

KSI is an educational institution that provides Korean lan-
guage education to individuals outside Korea who wish to
learn Korean as a foreign or second language. It is sup-
ported by the Ministry of Culture, Sports, and Tourism.
Owing to recent cultural influences including K-pop, the

F I GURE 8 Correlation between evaluation results of human

rater and proposed proficiency evaluation for five scores.

TAB L E 3 Comparison between EBS AI PengTalk and conventional language tutoring and learning service.

Service ASR No. features for fluency evaluation Dialogue based Free to use

ETS SpeechRater – >100 No No

ELSA Speak – – No No

GenieTutor BiLSTM-HMM 50 Yes Yes

AI PengTalk End-to-end 122 Yes Yes
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number of foreigners willing to learn Korean is rapidly
increasing worldwide. The KSI Foundation has developed
the Korean AI Tutor service for Korean language learning
for both computer and mobile environments and imple-
menting the developed non-native speaker ASR and profi-
ciency evaluation technologies. Figure 9 shows the user
interface of KSI Korean AI Tutor.

Similar to AI PengTalk, users can learn Korean
through dialogue and receive feedback from proficiency
evaluations. As listed in Table 1, the ASR system for the
KSI Korean AI Tutor was trained on a corpus of 10 000 h
of transcribed speech data, with 5000 h contributed by
non-native speakers.

Table 4 lists the evaluation results of ASR experiments.
First, a BiLSTM-based acoustic model and domain-specific
3-g LM were employed, like for AI PengTalk (Section 5.1).
The experimental results demonstrated that the application
of end-to-end ASR drastically improved the performance
with an ERR of 23.0%, thus surpassing the performance
of the conventional BiLSTM model. The architecture of
each model applied in the comparative experiments,
including the BiLSTM-HMM-based and end-to-end ASR
models, is the same as described in Section 5.1.

6 | DISCUSSION

We focus on enhancing advanced end-to-end ASR and
proficiency evaluation for non-native speakers, emphasiz-
ing the development of language tutoring and learning

systems for Korean and English learners. Compared with
GenieTutor, which uses BiLSTM-HMM-based ASR and
limited proficiency evaluation features, the proposed
approach substantially improves the performance. To
improve ASR for non-native speakers, we combine semi-
supervised and transfer learning techniques using both
labeled and unlabeled speech log data. Incorporating
TTS-generated speech during training provides a 55.7%
ERR compared with the baseline end-to-end ASR model.
To enhance the proficiency evaluation model, we extract
additional 122 fluency evaluation features and apply a
neural network model.

We have successfully commercialized an English
tutoring system for Korean elementary students, called
EBS AI PengTalk, and a Korean tutoring system,
called KSI Korean AI Tutor, for foreigners willing to
speak Korean. Both systems are currently deployed by
South Korean government agencies and used by many
foreign language learners. Notably, this is the first
instance of AI being incorporated into a Korean language
tutoring service. In this study, we employed end-to-end
ASR for audio perception in the language tutoring sys-
tem. However, for pronunciation evaluation, we still used
handcrafted features and a model that underwent intri-
cate training. Therefore, further performance improve-
ments can be achieved.

7 | CONCLUSIONS AND
FUTURE WORK

This paper presents the development of language tutoring
systems for non-native speakers using advanced end-
to-end ASR and proficiency evaluation. We applied and
improved a transformer-based encoder–decoder frame-
work for end-to-end ASR. Recently, encoder frameworks
such as conformers, branch formers, and e-branch for-
mers, which combine the advantages of extracting local
dependencies using convolutions and global dependencies
using self-attention, have been introduced [37–39]. We are
conducting research to enhance the ASR performance in
language tutoring by applying models with these encoder
frameworks. We applied a proficiency evaluation model
trained using enhanced handcrafted features that corre-
sponded to particular aspects of proficiency. Self-
supervised learning can effectively handle various tasks in
speech processing, such as ASR, emotion detection, and
speaker separation [40, 41]. Hence, this learning approach
captures a broad spectrum of speech characteristics and
linguistic details. We are exploring a technique that lever-
ages self-supervised learning of speech representations
using models such as wav2vec 2.0 and Hubert to assess
pronunciation proficiency.

(A) (B)

F I GURE 9 KSI Korean AI Tutor service. Screenshots of

(A) dialogue exercise and (B) feedback on fluency scoring.

TAB L E 4 Results of ASR evaluation on KSI Korean AI tutor.

Model LM Syllable error rate (%)

BiLSTM-HMM Domain 3-g 19.34

End-to-end – 14.90
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