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Abstract 

 
This paper proposes a fully computer assisted automated cervical cancer detection method 
using cervical images. This proposed system consist of six modules as Edge detector, image 
fusion, Gabor transform, feature computation, classification algorithm and segmentation 
method. The edge pixels show the contrast edge variations of each pixel in cervical image with 
respect to its corresponding nearby pixels. Hence, these edge pixels are detected using fuzzy 
logic and then the edge detected cervical images are fused using arithmetic pixel fusion 
algorithm. This fused cervical image having the pixels in the form of spatial resolution and 
hence it is need to be converted into multi-format resolution for computing the features from 
it. The spatial pixels in fused image are converted into multi orientation pixels using Gabor 
transform and then features are computed from this Gabor image. In this work, Local Binary 
Pattern (LBP), Grey Level Co-occurrence Matrix (GLCM) and Pixel Intensity Features (PIF) 
are computed from the Gabor cervical image. These features have been classified by the 
Cervical Features Incorporated Convolutional Neural Networks (CFICNN) classification 
algorithm. The modified version of the Visual Geometry Group- Convolutional Neural 
Networks (VGG-CNN) architecture is called as Cervical Features Incorporated CNN 
(CFICNN) and it is proposed in this paper for both training and classification process. Finally, 
the cancer pixels are segmented using morphological operations based segmentation algorithm. 
The Guanacaste Dataset (GD) and Kaggle Dataset (KD) are used for estimating performance 
efficiency.  
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1. Introduction 

The cancer cells are developed in anywhere of the human body to various reasons such as 
genetic disorder, food habits, and life style changes. These cancer cells in the human body 
gradually increases and affects the performance and functions of the surrounding cells. The 
cancer disease is affected both male and female irrespective of their sex. Apart from men 
cancer, the women are severely affected by various cancer diseases. Among these cancer types, 
cervical cancer and breast cancer are identified as most important cancer and leads to death in 
women patients [1-3]. Hence, there detection is important to prevent death in women patients. 
Among these two cancer types, breast cancers are known as externally affected disease 
category and the death ratio is very less when compared with the other cervical cancer type. 
The cervical cancer is known as internally affected disease category and the death ratio of the 
affected patient is high when compared with breast cancer. Moreover, its prediction level is 
significantly low when compared with the prediction level of the breast cancer. Hence, it is 
important to identify the cervical cancer at an earlier stage [4-5]. In this paper, the cervical 
cancer can be screened using cervical images using deep learning methods. Fig. 1(a) shows 
the Cervigram belonging to healthy and Fig. 1(b) shows the Cervigram belonging to cancer. 

 
Fig. 1. (a) Cervigram belonging to healthy (b) Cervigram belonging to cancer 

 
 Mathivanan et al. (2024) proposed fusion logic in deep learning classification method to 
identify the abnormal pixel locations in the cervical image. Inception v3 and Resnet, two 
different deep learning models, were combined to increase the diagnosis rate of cervical cancer. 
The suggested methodology was examined and verified by the authors using cervical images 
from the SIPaKMeD dataset in order to confirm its robustness with regard to different indexing 
values. The mean classification accuracy about 98% was obtained by this method. Nitin 
Kumar Chauhan et al. [7] detected the abnormalities through the cancer segmentation method 
using image diagnosis process in this work. They attained an novel hybrid deep network model 
for the classification process and developed segmentation algorithm for identification any 
abnormalities in the cervical regions of the women patients. In this work, the authors applied 
various deep learning algorithms such as Visual Geometry Group (VGG), ResNET and 
DenseNet individually on the cervical images to obtain the experimental results. They attained 
95.3% Detection Rate (DI) of the cancer region detection process using VGG classifier and 
the authors obtained 92.38% DI of the cancer region detection process using ResNET classifier. 
They attained 96.1% DI of the cancer region detection process using DenseNet classifier. 
Glučina et al. [15] developed an cervical cancer screening method using the machine learning 
algorithms such as Multilayer Perception (MP), SVM and K-Nearest Neighbor (KNN) 
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approaches in this paper. The individual performance of the each machine learning algorithm 
was analyzed in this work with respect to its classification index parameter. They attained 95.2% 
DI of the cancer region detection process using MP classifier and they attained 96.1% of 
classification accuracy of the cancer region detection process using SVM classifier. The 
authors obtained 97.3% DI of the cancer region detection process using KNN classifier. 
Umesh Kumar Lilhore et al. [8] implemented numerous logical modeling methods and 
classifying the images. The boruta analysis techniques were used in this work to select the 
region of investigated pixels and the comprehensive feature lists were derived from this region 
of investigated pixels. Then, the authors used Support Vector Machine (SVM) method to 
optimize the selected investigated group and Pap smear images to classify the region of interest 
into either normal or abnormal. The experimental results were validated by standard testing 
approaches in this work with other existing methods.  
 Park et al. [11] analyzed the implementation results for the cervical cancer using various 
machine and deep learning modeling approaches. Using cervicography imaging methods, the 
authors compared the experimental results of both machine and deep learning modeling 
approach for both classifying process and the abnormal region segmentation process on the 
large set of cervical images in this work. Finally, the k-fold validation models were applied on 
the experimental results of machine and deep learning modeling individually to identify the 
suitable methods. To locate the area of cancer pixels in the cervical pictures, Charoenkwan et 
al. [13] built and developed an automated Parametrial Cancer Invasion (PCI) model. The 
authors used clinicopathological data for the effective testing of the developed PCI model in 
this paper. The Random Forest (RF) computational and classification algorithm was used in 
this work for computing feature regions from the cervical image. They had used 10-fold cross 
validation algorithm on the experimental results of the developed PCI model to validate the 
test experimental results in this paper. Patil et al. [14] predicted the various risk factors and 
constrained modeling based machine learning algorithms for the prediction process in this 
work. Finally, the experimental results of the risk factor prediction models were analyzed and 
tested through the various folding algorithms in this work. The comparative analysis was done 
on the various machine learning modeling algorithms on various cervical image dataset in this 
paper to validate the experimental results. Dong et al. (2020) classified the cervical Pap smear 
cell images using Inception v3 model through the combination of external and internal metric 
and statistic features. Hua et al. (2020) predicted the level of cervical cancer in both 
histopathological cell images and cervigram images using multi featuring deep learning 
algorithm. This computation of multi level features in deep learning models improved the 
cervical cancer detection rate. The mean classification accuracy about 97.9% was obtained by 
this method. 
 Aina et al. [16] presented and reviewed a number of deep learning models-based techniques 
for cervical cancer diagnosis. In order to validate the suggested algorithms based on the 
experimental outcomes of the traditional deep learning models in this study, the authors 
compared the importance of each deep learning model. The experimental results with respect 
to classification rate which have been utilized by the authors to compare the individual 
performance of each deep learning models in this work. Wu et al. [17] used cytological images 
to identify the region of pixels belonging to the cancer using deep learning algorithms. The 
results of each method were significantly compared with other similar deep learning models 
in this work. Wu et al. (2018) used cytological images to identify the region of pixels belonging 
to the cancer using deep learning algorithms. The results of each method were significantly 
compared with other similar deep learning models in this work. 
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 From the extensive study of the conventional approaches, the following novelties have been 
proposed. 
• A novel pixel based image fusion method is proposed to detect the edge pixels in cervical 
images using the constructed Fuzzy Logic Approach (FLA). 
• Cervical Features Incorporated CNN (CFICNN) classification algorithm has been proposed 
for the classification process.  
 

2. Proposed Methodology 
In this study, an automated technique for entirely computer assisted detection of cervical 
cancer utilizing pictures of the cervical region has been proposed. Fig. 2(a) shows the 
Proposed CFICNN system (training) and Fig. 2(b) shows the proposed CFICNN system 
(testing). 
 

 
(a) 
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(b) 

Fig. 2. (a) Proposed CFICNN based cervical cancer detection system (training)  
(b) Proposed CFICNN based cervical cancer detection system (testing) 

 

2.1 Datasets 
In this paper, Guanacaste Dataset (GD) and Kaggle Dataset (KD) are used for functional 
estimation of the proposed system. Both the dataset images are publicly available with license 
free agreement and hence the researchers in this field can use the cervical images from these 
two datasets for their research works. The National Cancer Institute (NCI) created and 
organized the cervical images in this GD and it was constructed in the year of 1997. The 
organizer of this dataset updates the cervical images in this open access dataset every year by 
including recent cervical images which are obtained through various medical screening 
programmes around the number of health centers in world. This GD contains two types of 
cervical images under the category of healthy and cancer. From this GD, 1500 cervical images 
are obtained and they are classified into 750 healthy case and 750 cancer case cervical images 
respectively. In this paper, training and testing ratio is set to 20:80 and hence 150 healthy 
images have been trained and the remaining 600 healthy images have been tested.  
In addition to this work, the cervical images in KD was constructed and collected through 
Mobile ODT application in Visual Assessment mode. The KD contains 1960 cervical images 
and these cervical images are categorized into 1448 training case images and 512 testing case 
images. The training cervical images are further sub categorized as 1158 healthy case images 
and 290 cancer case images. The testing cervical images are further sub categorized as 410 
healthy case images and 102 cancer case images. The image size in GD is about 512 ×512 as 
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image width and height pixel resolution and the image size in KD is about 256×256 as image 
width and height respectively. These two dataset also have Gold Standard (GS) cervical 
images which are obtained through the two independent radiologists in this field. These GS 
images have been used for computing the efficiency of the proposed system. 

2.2 Edge detection and fusion 
The image fusion algorithm enhances the intensity of each pixel in cervical image to improve 
the cancer pixel detection rate. The edges show the pixel differentiation between the healthy 
and cancer pixels in cervical image. In traditional enhancement methods such as Histogram 
Equalization and Local Adaptive Histogram Equalization, used non-overlapping region 
window to enhance the pixels within this window. These methods enhanced all the pixels lies 
within this selected window. This means that all the pixels belonging to both cancer and non-
cancer pixels which are in the region of the window have been enhanced. Hence, the difference 
between the enhanced cancer pixels and enhanced non-cancer pixels have not been identified 
which creates a complexity in the cervical image classification process. Moreover, the time 
complexity of these traditional enhancement algorithms is high due to the enhancement of all 
pixel values. These limitations of these traditional enhancement processes are overcome by 
using edge based fusion algorithm. 
The edges show the pixel differentiation between the healthy and cancer pixels in cervical 
image. The conventional image fusion method fuses all the pixels in two cervical images with 
respect to corresponding coordinates to produce the fused cervical image. This approach 
enhances all the pixels in the source cervical image which were not be useful for differentiating 
the cancer pixels and the healthy pixels in cervical image. Hence, this paper proposes edge 
detection based fusion approach which initially detects the edge pixels in cervical images and 
then applies the fusion algorithm on the detected edge pixels only to differentiate the cancer 
and healthy pixels for further processing, as proposed as a novel technique. In this paper, FLA 
is used to detect the edge pixels in source cervical image. This proposed FLA uses set of fuzzy 
rules to identify the edge pixels. This FLA method uses 2×2 mask where all the elements in 
this mask are loaded with the pixels from the source cervical image. This 2×2 mask region is 
depicted in the following Fig. 3. 

 
Fig. 3. Mask in proposed FLA 

 
 In Fig. 3, four pixels P1, P2, P3 and P4 are considered and the fourth pixel P4 is to be 
checked for edge pixel. This fourth pixel P4 is linearly correlated with the other pixels P1, P2 
and P3. Hence, the variations between the pixel P4 and the other pixels P1, P2 and P3 are used 
to detect whether pixel P4 is belonging to edge pixel or not. In the proposed FLA, 2n rules are 
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constructed, where ‘n’ is the number of pixels in 2×2 mask region. In this work, four pixels 
(n=4) are considered for identifying the fourth pixel to be edge pixel. Therefore, 16 fuzzy rules 
are employed in this work for this 2×2 mask region to identify the fourth pixel P4 to be edge 
or not.  
 The histogram value of the source cervical image is computed and its average value is 
considered as threshold value. Each pixel in the source cervical image is compared with the 
value of this computed threshold. A pixel in the source cervical picture is regarded as "0" 
throughout the fuzzy rule creation procedure if its value is greater than or equal to the threshold. 
If the pixel value is lesser than the value of the threshold, then that pixel is considered as ‘1’ 
for fuzzy rules construction process. By applying this procedure to all the pixels, the source 
cervical RGB image is converted into binary image, which consists of ‘0’s and ‘1’s. Table 1 
shows the Construction of fuzzy rules in the proposed FLA. In this table, the value of each 
pixel is considered as either ‘0’ or ‘1’. The variation of pixel value in P4 with respect to other 
surrounding correlation pixels are used in the construction of fuzzy rules in the proposed FLA. 
The fourth pixel P4 is identified as ‘edge pixel’ if there is a variation of the pixel value between 
the pixel P4 and with respect to any of its surrounding pixel values.  The fourth pixel P4 is 
identified as ‘No edge pixel’ if there is no variation of the pixel value between the pixel P4 
and with respect to any of its surrounding pixel values.   
 

Table 1. Construction of fuzzy rules in the proposed FLA 
Pixel P1 Pixel P2 Pixel P3 Pixel P4 Status of Pixel P4 

0 0 0 0 No edge 
0 0 0 1 Edge 
0 0 1 0 Edge 
0 0 1 1 Edge 
0 1 0 0 Edge 
0 1 0 1 Edge 
0 1 1 0 Edge 
0 1 1 1 Edge 
1 0 0 0 Edge 
1 0 0 1 Edge 
1 0 1 0 Edge 
1 0 1 1 Edge 
1 1 0 0 Edge 
1 1 0 1 Edge 
1 1 1 0 Edge 
1 1 1 1 No edge 

 
 In this paper, the properties of each rule have to be set with respect to fuzzy logic method. 
In FLA, two different ruling approaches are followed as ‘Mamdani’ and ‘Sugeno’. The 
mamdani FLA is mostly used to imaging applications where the sugeno FLA is mostly used 
to signal processing applications. Hence, this paper uses mamdani FLA method to detect the 
edge pixels. In this mamdani FLA method, the membership function with the triangular 
property is set for all the pixels and the 2×2 mask region are having two membership functions 
(mf1 and mf2) with triangular property. The final status of the pixel P4 have three membership 
functions as mf1 for pixel ‘0’, mf2 for pixel ‘edge’ and mf3 for pixel ‘1’. 
 In this paper, the proposed FLA method applies two consecutive times on the source 
cervical image. The thick edge pixels have been identified during the first iteration of the FLA 
method and the thin edge have been identified during the second iteration of the FLA method. 
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Fig. 4(a) shows the cervical image, Fig. 4(b) shows the thick edge pixels identified cervical 
image and Fig. 4(c) shows the thin edge pixels identified cervical image. 
 

 
 

  (a) (b) (c) 
Fig. 4. Edge detected cervical image (a) Thick edge pixels (b) Thin edge pixels 

 
 Further, image fusion method is applied between the thick edge detected image and thin 
edge detected cervical images. In this paper, Arithmetic Addition (AA) method is used as pixel 
level image fusion approach, where the corresponding pixels in both thick and thin edge 
detected images are fused (arithmetic added) to produce the enhanced cervical image, as 
illustrated in Fig. 5. 
 

 
Fig. 5. Enhanced cervical image 

 

2.3 Gabor Transformation 
In this paper, linear filter has been used on the pre-processed output which is used for 
transforming the pixels (which are belonging to time series) to the frequency centered pixels. 
For this purpose, Gabor filter is used in this work which is one type of linear filter with various 
kernel size. The kernel of the Gabor filter is functioned based on the central frequency and 
orientation. This kernel of Gabor filter is convolved with the preprocessed cervical image for 
the process of transformation of pixels with respect to frequency pattern. The kernel in the 
form of one dimensional is the main reason for performing the linear convolution during the 
pixel transformations, as depicted in Equation (1). 
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𝐺𝐺�𝑓𝑓0,𝜃𝜃� = 𝑓𝑓0
2

𝜋𝜋𝜋𝜋
× 𝑒𝑒−�

𝑓𝑓0
2∗𝑥𝑥12

𝛾𝛾 +𝑓𝑓0
2∗𝑦𝑦12

𝛾𝛾 � × 𝐶𝐶𝐶𝐶𝐶𝐶 (2𝜋𝜋𝑓𝑓0𝑥𝑥1 𝜃𝜃) +  𝑆𝑆𝑆𝑆𝑆𝑆 (2𝜋𝜋𝑓𝑓0𝑦𝑦1 𝜃𝜃)        (1) 
 Whereas, 𝑓𝑓0 is depicted as central frequency, (x1, y1) are the geometric coordination of 
Gabor kernel, 𝜃𝜃 𝑆𝑆𝐶𝐶 the orientation of Gaussian operator, 𝛾𝛾 is represented as aspect ratio which 
denotes the elasticity of the Gaussian operator. 
 The spatial geometric coordinates of the Gabor kernel is given in the following equations. 

𝑥𝑥1 = 𝑥𝑥 cos𝜃𝜃 + 𝑦𝑦 𝐶𝐶𝑆𝑆𝑆𝑆𝜃𝜃                           (2) 
𝑦𝑦1 = 𝑦𝑦 cos𝜃𝜃 − 𝑥𝑥 𝐶𝐶𝑆𝑆𝑆𝑆𝜃𝜃                          (3) 

 The Gabor response is entirely based on the Gabor filter central frequency and orientation. 
These two parameters plays the major role for transforming the pixels in the preprocessed 
cervical image. The size of the Gabor kernel in Gabor filter determines the non-linearity in the 
output transformed image. In order to significantly reduce the non-linearity in the output of 
the Gabor filter, its kernel is set to be small. In this paper, the Gabor filter with 3*3 sized Gabor 
kernel is used and it is multiplied by the preprocessed cervical image using the following 
equation. 

𝐶𝐶𝑒𝑒𝐶𝐶𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑓𝑓𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐼𝐼 (𝑥𝑥,𝑦𝑦) × �𝐺𝐺�𝑓𝑓0,𝜃𝜃�, 3 × 3�         (4) 
 Fig. 6 shows the cervical picture modified using Gabor. 

 

 
Fig. 6. Gabor transformed cervical image 

2.4 Feature Extractions 
In order to distinguish each pixel in the Gabor transformed cervical picture from the 
surrounding pixel intensity values, the feature values reflect the correlation of each pixel value. 
Consequently, the attributes have been deployed for differentiating between the abnormal and 
healthy cervical images. This paper computes statistical and pixel variance features using LBP, 
GLCM, and PIF feature parameters. The computations of these feature values are entirely 
dependent on the surrounding pixel intensity values. These feature computation process is 
illustrated in the following sections. 
 
 
 
 



2952       Dhurga bai et al.: Performance Analysis of Cervical Cancer Detection System Using Fusion Based CFICNN Classifier 

2.4.1 Computations of Local Binary Pattern (LBP) features 
These two pixel intensity features are computed for each pixel (feature to be computed) and 
the LBP produces single feature value for a single pixel intensity of the Gabor transformed 
cervical image. Therefore these two feature computations are called as binary index features. 
The computation of LBP for each pixel intensity value as illustrated in the steps. 
Step 1: 
Construct Index Window Mask (IWM) with three rows and columns with empty value. 
Step 2: 
Place this constructed IWM on the first pixel intensity of the Gabor transformed cervical image, 
where the first pixel intensity is centric in the IWM. 
Step 3: 
The value of the centric pixel intensity in IWM is compared with all of its surrounding pixel 
intensity values based on the decimal intensity comparison method. 
Step 4: 
The value of each surrounding intensity pixel value is changed to the high binary value (1) or 
low binary value (0) based on the following constraints. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑆𝑆𝑆𝑆) = �1; 𝑆𝑆𝑓𝑓 𝐶𝐶𝑆𝑆 ≥ 𝐶𝐶𝑆𝑆
0; 𝑒𝑒𝐶𝐶𝐶𝐶𝑒𝑒              (5) 

Whereas, 𝐶𝐶𝑆𝑆 and 𝐶𝐶𝑆𝑆 are the surrounding pixel value and centric pixel value in IWM. 
Step 5: 
The newly constructed IWM without center value is multiplied with the following Decimal 
Window Mask (DWM). 

𝐷𝐷𝐼𝐼𝐼𝐼 = �
8 4 2

16 0 1
32 64 128

� 

 The LBP value of the IWM is computed by multiplying the IWM values and the above 
DWM values as illustrated in the following equation. 

𝐿𝐿𝐿𝐿𝐿𝐿 (𝐶𝐶𝑆𝑆 𝑆𝑆𝑆𝑆 𝐼𝐼𝐼𝐼𝐼𝐼) = 𝐼𝐼𝐼𝐼𝐼𝐼 × 𝐷𝐷𝐼𝐼𝐼𝐼              (6) 
Step 6: 
Move the empty IWM to the next centric pixel value and repeat the steps from 1 to 5 till the 
end of the pixel in the Gabor transformed cervical image and the computed LBP image is 
shown in Fig. 7. 
 

 
Fig. 7. Computed LBP image 
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2.4.2 Computations of Grey Level Co-occurrence Matrix (GLCM) features 
The Gabor picture is used to compute the GLCM features at a 45-degree phase orientation of 
the pixels. The properties of energy, contrast, correlation, and homogeneity are computed from 
the GLCM matrix. When the suggested classifier is being trained, these features are separately 
computed from the normal and abnormal cervical images to create training sequences in 
addition to the other features. As shown in Table 2, these GLCM features are employed to 
distinguish between the aberrant and normal cervical images. 
 

Table 2. Computation values of GLCM 

Features 
Computed values 

Normal cervical image Abnormal cervical image 
Energy 1.23×102 3.9×102 

Contrast 5.6×103 1.3×103 
Correlation 1.89×10-2 8.3×10-3 

Homogeneity 5.9×104 -1.2×103 
 

2.4.3 Pixel Intensity Feature 
The pixels in Gabor cervical image are stored in a vector matrix whose rows and columns are 
equals to the size of the Gabor cervical image. From this vector matrix V(x,y) , the following 
pixel intensity features are computed. 

𝐿𝐿𝑆𝑆𝑥𝑥𝑒𝑒𝐶𝐶 𝐸𝐸𝑆𝑆𝑒𝑒𝐶𝐶𝐸𝐸𝑦𝑦 𝐹𝐹𝑒𝑒𝐶𝐶𝐹𝐹𝐹𝐹𝐶𝐶𝑒𝑒 (𝐿𝐿𝐸𝐸𝐹𝐹) =
∑ ∑ 𝑉𝑉(𝑥𝑥,𝑦𝑦)2𝑁𝑁

𝑦𝑦=1
𝑀𝑀
𝑥𝑥=1

𝑀𝑀×𝑁𝑁
         (7) 

  Where, M and N are the size of the vector matrix 𝑉𝑉(𝑥𝑥,𝑦𝑦). i.e., rows and column 
representation. 

𝐿𝐿𝑆𝑆𝑥𝑥𝑒𝑒𝐶𝐶 𝑅𝑅𝐶𝐶𝑅𝑅 𝐼𝐼𝑆𝑆𝐼𝐼𝑒𝑒𝑥𝑥 𝑅𝑅𝐶𝐶𝐹𝐹𝑒𝑒 (𝐿𝐿𝑅𝑅𝐼𝐼𝑅𝑅) =
∑ ∑ 𝑉𝑉(𝑥𝑥,𝑦𝑦)2𝑁𝑁

𝑦𝑦=1
𝑀𝑀
𝑥𝑥=1

𝑀𝑀
       (8) 

𝐿𝐿𝑆𝑆𝑥𝑥𝑒𝑒𝐶𝐶 𝐶𝐶𝐶𝐶𝐶𝐶𝐹𝐹𝐶𝐶𝑆𝑆 𝐼𝐼𝑆𝑆𝐼𝐼𝑒𝑒𝑥𝑥 𝑅𝑅𝐶𝐶𝐹𝐹𝑒𝑒 (𝐿𝐿𝐶𝐶𝐼𝐼𝑅𝑅) =
∑ ∑ 𝑉𝑉(𝑥𝑥,𝑦𝑦)2𝑁𝑁

𝑦𝑦=1
𝑀𝑀
𝑥𝑥=1

𝑁𝑁
  (9) 

𝐿𝐿𝑆𝑆𝑥𝑥𝑒𝑒𝐶𝐶 𝐼𝐼𝑒𝑒𝐶𝐶𝑆𝑆 𝐹𝐹𝑒𝑒𝐶𝐶𝐹𝐹𝐹𝐹𝐶𝐶𝑒𝑒 (𝐿𝐿𝐼𝐼𝐹𝐹) = ∑ ∑ 𝑉𝑉(𝑥𝑥,𝑦𝑦)𝑁𝑁
𝑦𝑦=1

𝑀𝑀
𝑥𝑥=1     (10) 

 
 The above derived PEF, PRIR, PCIR and PMF features have been used to differentiate the 
healthy and non-healthy case during training of the proposed classification algorithm and the 
similar set of PIF are computed from the source test cervical image during its test mode 
classification process in this paper. 

2.5 CNN classifications 
The computed features are integrated into single matrix whose rows and columns are set to M 
and N and this two dimensional matrix is derived from both normal and abnormal cervical 
images during the training process of classification algorithm. The proposed structure is 
structured which is the modification of the conventional VGG-CNN architecture, for training 
and classification of the computed features. The modified version of the VGG-CNN 
architecture is called as Cervical Features Incorporated CNN (CFICNN) and it is proposed in 
this paper for both training and classification process. During training stage of this proposed 
CFICNN algorithm, the two dimensional matrix is computed from both normal and abnormal 
cervical images and these matrix are fed into the proposed CFICNN architecture to produce 
the Training Sequences (TS). This TS is used in testing process of the proposed CFICNN 
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architecture along with the two dimensional features from the test cervical image in this paper. 
In existing VGG-16 deep learning algorithm, 13 numbers of Convolutional layers(Conv), five 
numbers of Pooling layers (pooling) and three numbers of dense layers (neural network) are 
used. This entire architecture receives the TS from both normal and abnormal (cancer) cervical 
images which is available in training dataset. All the internal layers in this existing deep 
learning algorithm are connected in the form of sequential and hence each layer input is 
entirely based on the previous layer output. Hence, this existing CNN architecture consumes 
more classification and computational time period for the large number of cervical images in 
training dataset with respect to both normal and abnormal category of cervical images. This is 
the main drawback of this existing VGG-16 deep learning algorithm for the detection of 
cervical cancer images from the normal cervical images. Hence, this structure requires 
modification of the internal layers which are to be connected in the form of the parallel and 
hence the proposed CFICNN deep learning algorithm is developed in this paper to overcome 
the drawbacks of the existing VGG-16 deep learning model.  
 The Convolutional layer in VGG-16 deep learning algorithm is used to produce the internal 
features from the external features through the two dimensional Convolution process. In this 
existing design of the CNN, all the Convolutional layers are configured in sequential and hence 
less number of these layers are used in this design. This leads to the development of the 
proposed design for feature classifications for cervical image classifications in this paper. The 
proposed CFICNN deep learning model is operated in two parallel configurations of phases 
for the classifications of the cervical images into either normal or abnormal. The proposed 
CFICNN architecture is designed with 15 numbers of Convolutional layers(Conv), six 
numbers of Pooling layers (pooling) and three numbers of dense layers (neural network). In 
phase 1 of the proposed CFICNN design, six numbers of Convolutional layers are incorporated 
and nine numbers of Convolutional layers are incorporated in phase-2 of the proposed 
CFICNN design. More number of internal features increases the classification rate of the 
cervical images. Therefore, this proposed design uses more numbers of Convolutional layers 
than the existing design for cervical image classification process. The Convolutional layer in 
this proposed CFICNN design is represented by the notation C and the pooling layer is 
represented by the notation P and the dense layer is represented by the notation DE. 
 Figs 8(a) and 8(b) depict the current VGG-16 deep learning model and the suggested 
CFICNN deep learning model, respectively, for the feature classification process in the 
detection of cervical cancer images. Table 3 shows the number of convolutional, pooling, and 
dense layers as well as the number of internal filters utilized in each convolutional layer. 
 

 
(a) 
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(b) 

Fig. 8. (a) Existing VGG-16 model (b) Proposed CFICNN model 
 

Table 3. Layers design specifications of the proposed CFICNN deep learning model 
Layers name Specifications 

C11 32 filters, 3×3 
C12 32 filters, 3×3 
P11 2×2, Max pool 
C13 64 filters, 5×5 
C14 64 filters, 5×5 
P12 2×2, Max pool 
C15 128 filters, 7×7 
C16 128 filters, 7×7 
P13 2×2, Max pool 
C21 256 filters, 3×3 
C22 256 filters, 3×3 
C23 256 filters, 3×3 
P21 2×2, Max pool 
C24 512 filters, 5×5 
C25 512 filters, 5×5 
C26 512 filters, 5×5 
P22 2×2, Max pool 
C27 1024 filters, 7×7 
C28 1024 filters, 7×7 
C29 1024 filters, 7×7 
P23 2×2, Max pool 
DE1 4096 neurons 
DE2 512 neurons 
DE3 2 neurons 
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 The training parameters are the hyper parameters which control the process flow of the 
proposed CFICNN classifier, which are given in Table 4. 
 

Table 4. Training parameters of the proposed CFICNN classifier 
Training parameters Values 
Activation function Sigmoid 
Learning algorithm Adam 

Learning rate 0.005 
Normalization type Min-Max Normalization 

Epochs 500 
Batch size 40 

decay 0.01 
Loss function Cross entropy 
Drop out rate 0.5 

Regularization parameter 0.0001 
 
 This research presents a suggested CFICNN deep learning method that classifies the test 
cervical image output as either abnormal or normal. Next, the aberrant cervical picture is 
subjected to the morphological segmentation method in order to identify the cancer pixels. The 
morphological opening and closing functions are applied to the aberrant cervical picture in this 
algorithm. By subtracting the concluding image from the starting image, one can find the 
cancer pixels. Fig. 9 shows the cancer pixels located image. 
 

 
Fig. 9. Cancer pixels located image 

 
 Fig. 10(a) shows Cervigrams being tested, Fig. 10(b) shows the proposed segmentation 
results and Fig. 10(c) shows the Manual segmentation output. 
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Fig. 10. (a) Cervigrams being tested (b) Proposed segmentation results  

(c) Manual segmentation output 

3. Results and Discussions 
 This paper uses the cervical images from Guanacaste Dataset (GD) and Kaggle Dataset 
(KD) for evaluating the performance of the proposed CFICNN based cervical cancer detection 
system. The entire dataset specifications along with the number of cervical images used in this 
paper are given in previous section 2.1. 
 Table 5 shows the illustrations of cervical image dataset on both cervical GD and cervical 
KD which are used in this paper. 
 

Table 5. Illustrations of cervical image datasets GD and KD with respect to healthy and cancer case 

Datasets 
Testing cervical images 

Number of healthy case 
cervical images 

Number of cancer case 
cervical images 

Cervical GD 600 600 
Cervical KD 410 102 

 
 Cervical Detection Rate (CDR), which is divided into two categories: Healthy Cervical 
Detection Rate (HCDR) and Cancer Cervical Detection Rate (CCDR), is used to assess the 
effectiveness of this suggested cervical cancer screening technique. The ratio of correctly 
identified healthy cervical images to the total number of healthy cervical images is known as 
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the HCDR. The ratio of accurately identified cancerous cervical images to the total number of 
cancerous cervical images is known as the CCDR. The values of the HCDR and CCDR are 
both expressed as percentages and range from 0 to 100. If the suggested cervical cancer 
detection system achieves higher HCDR and CCDR, its performance efficiency would be good. 
The following equations show both HCDR and CCDR. 
 

𝐻𝐻𝐶𝐶𝐷𝐷𝑅𝑅 (%) =  Number of healthy cervical images detected correctly
Total number of healthy cervical images

       (11) 
 

𝐶𝐶𝐶𝐶𝐷𝐷𝑅𝑅 (%) =  Number of cancer cervical images detected correctly
Total number of cancer cervical images

         (12) 
 
 Table 6 shows the computations of HCDR and CCDR for both Cervical GD and KD. In 
this paper, the proposed CGFCNN method detected 597 healthy cervical images over 600 
healthy cervical images and obtains 99.55 HCDR on Cervical GD and also detects 598 cancer 
cervical images correctly over 600 cancer cervical images which obtain 99.6% CCDR on 
cervical GD. In this paper, the proposed CGFCNN method detected 407 healthy cervical 
images over 410 healthy cervical images and obtains 99.2 HCDR on Cervical KD and also 
detects 100 cancer cervical images correctly over 102 cancer cervical images which obtain 
98.0% CCDR on cervical KD. 
 

Table 6. Computations of HCDR and CCDR for both Cervical GD and KD which has been used to 
analyze the performance efficiency of the proposed CGFCNN system 

Datasets 

Experimental results 

Number of 
healthy case 

cervical 
images 

Detected 
healthy 
cervical 
images 

correctly 

HCDR 
(%) 

Number of 
cancer case 

cervical 
images 

Detected 
cancer 

cervical 
images 

correctly 

CCDR 
(%) 

Cervical GD 600 597 99.5 600 598 99.6 
Cervical KD 410 407 99.2 102 100 98.0 

 
 From Table 6, the average CDR for the cervical images in GD dataset is about 99.55% and 
the average CDR for the cervical images in KD dataset is about 98.6%. 
 The classification algorithm plays an vital role in producing higher CDR values for the 
cervical images in various datasets. Hence, the impact of these various classification 
algorithms with respect to machine learning approaches are used in this paper instead of the 
proposed CGFCNN classification algorithm for the classification process and the experimental 
results of these existing machine learning approaches are compared more significantly with 
the proposed CGFCNN in this paper. 
 Table 7 shows the impact of machine learning models on CDR in both GD and KD dataset 
cervical images. In this Table 7, the proposed CFICNN classifier is performance comparing 
with other machine learning approaches Support Vector Machine (SVM) classifier, Feed 
Forward Back Propagation Neural Networks (FFBPNN) classifier, Adaboost classifier and 
Adaptive Neuro Fuzzy Inference System (ANFIS) classifier with respect to CDR on both GD 
and KD. In GD cervical image dataset, the existing SVM classifier obtains 94.2% CDR, 
FFBPNN classifier obtains 93.8% CDR, Adaboost classifier obtains 92.6% CDR and the 
ANFIS classifier obtains 96.7% CDR. In KD cervical image dataset, the existing SVM 
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classifier obtains 95.1% CDR, FFBPNN classifier obtains 94.3% CDR, Adaboost classifier 
obtains 92.9% CDR and the ANFIS classifier obtains 95.9% CDR. 
 
Table 7. Impact and comparative illustrations of various traditional machine learning models on CDR 

in both GD and KD dataset cervical images 

Classification approaches 
Average CDR in % 

GD KD 
Proposed CFICNN classifier  99.55 98.6 

SVM classifier 94.2 95.1 
FFBPNN classifier 93.8 94.3 
Adaboost classifier 92.6 92.9 
ANFIS classifier 96.7 95.9 

 
 Table 8 shows the impact of existing deep learning models on CDR in both GD and KD 
dataset cervical images. In this Table 8, the proposed CFICNN classifier is performance 
comparing with other existing deep learning approaches LeNet, AlexNet, Visual Geometry 
Group (VGG) and Inception network with respect to CDR on both GD and KD. In GD cervical 
image dataset, the existing LeNet obtains 95.3% CDR, the AlexNet obtains 96.2% CDR, the 
VGG classifier obtains 96.8% CDR and the inception network obtains 97.3% CDR. In KD 
cervical image dataset, the existing LeNet obtains 95.1% CDR, the AlexNet obtains 96.1% 
CDR, the VGG classifier obtains 96.9% CDR and the inception network obtains 97.7% CDR.  
 
Table 8. Impact and comparative illustrations of various traditional Deep learning models on CDR in 

both GD and KD dataset cervical images 

Classification approaches 
Average CDR in % 

GD KD 
Proposed CFICNN classifier  99.55 98.6 

LeNet 95.3 95.1 
AlexNet 96.2 96.1 

VGG 96.8 96.9 
Inception Network 97.3 97.7 

 
 The following factors are also employed in this paper to examine the performance 
effectiveness of the suggested cervical cancer detection system, in addition to the CDR 
parameter. 

 
𝐶𝐶𝑒𝑒𝐶𝐶𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶 𝑆𝑆𝑒𝑒𝑆𝑆𝐶𝐶𝑆𝑆𝐹𝐹𝑆𝑆𝐶𝐶𝑆𝑆𝐹𝐹𝑦𝑦 𝑅𝑅𝐶𝐶𝐹𝐹𝑒𝑒 (𝐶𝐶𝑆𝑆𝐸𝐸𝑅𝑅) = 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝑁𝑁
         (13) 

𝐶𝐶𝑒𝑒𝐶𝐶𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶 𝑆𝑆𝑆𝑆𝑒𝑒𝐶𝐶𝑆𝑆𝑓𝑓𝑆𝑆𝐶𝐶𝑆𝑆𝐹𝐹𝑦𝑦 𝑅𝑅𝐶𝐶𝐹𝐹𝑒𝑒 (𝐶𝐶𝑆𝑆𝐿𝐿𝑅𝑅) = 𝑇𝑇𝑁𝑁
𝑇𝑇𝑁𝑁+𝐹𝐹𝑇𝑇

       (14) 

𝑆𝑆𝑒𝑒𝐸𝐸𝐶𝐶𝑒𝑒𝑆𝑆𝐹𝐹𝐶𝐶𝐹𝐹𝑆𝑆𝐶𝐶𝑆𝑆 𝐴𝐴𝐶𝐶𝐶𝐶𝐹𝐹𝐶𝐶𝐶𝐶𝐶𝐶𝑦𝑦 𝑅𝑅𝐶𝐶𝐹𝐹𝑒𝑒 (𝑆𝑆𝐴𝐴𝑅𝑅) = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑁𝑁
𝑇𝑇𝑇𝑇+𝑇𝑇𝑁𝑁+𝐹𝐹𝑇𝑇+𝐹𝐹𝑁𝑁

      (15) 

𝐿𝐿𝐶𝐶𝑒𝑒𝐶𝐶𝑆𝑆𝐶𝐶𝑆𝑆𝐶𝐶𝑆𝑆 (𝐿𝐿) = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

             (16) 

𝐽𝐽𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐼𝐼 𝐼𝐼𝑆𝑆𝐼𝐼𝑒𝑒𝑥𝑥 (𝐽𝐽𝐶𝐶) = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝐹𝐹𝑁𝑁

         (17) 
 

𝐿𝐿𝐶𝐶𝐶𝐶𝑆𝑆𝐹𝐹𝑆𝑆𝐶𝐶𝑒𝑒 𝐿𝐿𝐶𝐶𝑒𝑒𝐼𝐼𝑆𝑆𝐶𝐶𝐹𝐹𝑆𝑆𝐶𝐶𝑒𝑒 𝑅𝑅𝐶𝐶𝐹𝐹𝑒𝑒 (𝐿𝐿𝐿𝐿𝑅𝑅) = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

                                   (18) 
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𝑁𝑁𝑒𝑒𝐸𝐸𝐶𝐶𝐹𝐹𝑆𝑆𝐶𝐶𝑒𝑒 𝐿𝐿𝐶𝐶𝑒𝑒𝐼𝐼𝑆𝑆𝐶𝐶𝐹𝐹𝑆𝑆𝐶𝐶𝑒𝑒 𝑅𝑅𝐶𝐶𝐹𝐹𝑒𝑒 (𝑁𝑁𝐿𝐿𝑅𝑅) = 𝑇𝑇𝑁𝑁
𝑇𝑇𝑁𝑁+𝐹𝐹𝑁𝑁

                                    (19) 

𝐿𝐿𝑆𝑆𝐿𝐿𝑒𝑒𝐶𝐶𝑆𝑆ℎ𝐶𝐶𝐶𝐶𝐼𝐼 𝑅𝑅𝐶𝐶𝐹𝐹𝑆𝑆𝐶𝐶 𝐿𝐿𝐶𝐶𝐶𝐶𝑆𝑆𝐹𝐹𝑆𝑆𝐶𝐶𝑒𝑒 (LRP) = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
1−𝐶𝐶𝐶𝐶𝑇𝑇𝐶𝐶

                                     (20) 
 

𝐿𝐿𝑆𝑆𝐿𝐿𝑒𝑒𝐶𝐶𝑆𝑆ℎ𝐶𝐶𝐶𝐶𝐼𝐼 𝑅𝑅𝐶𝐶𝐹𝐹𝑆𝑆𝐶𝐶 𝑁𝑁𝑒𝑒𝐸𝐸𝐶𝐶𝐹𝐹𝑆𝑆𝐶𝐶𝑒𝑒 (LRN) = 1−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
𝐶𝐶𝐶𝐶𝑇𝑇𝐶𝐶

                                   (21) 
 
 

 The positively detected cancer and healthy pixels in cervical images are represented as TP 
and TN and the negatively detected cancer and healthy pixels in cervical images are 
represented as FP and FN. All these performance index rates are computed by comparing the 
segmentation experimental results of the proposed cervical cancer detection system with the 
GS cervical cancer images which are available in both GD and KD datasets. The value of these 
performance index rates are varied from 0 and 100 and measured in percentage. The higher 
values of these performance index rates shows that the performance efficiency of the proposed 
CGFCNN based cervical detection system are high and it is most suitable for the clinical 
applications in medical field. 
 Table 9 shows the computation of performance index rates of the cervical images in GD. 
In this Table 9, the cancer cervical images are represented as GD1 to GD10 and they are 
compared with GS cervical images to compute the performance index rates. 
 

Table 9. Computation of performance index rates of the cervical images in GD through various 
performance metrics 

Cervical 
Image 

Sequences 

Performance index rate evaluations in % 
CSER CSPR SAR P JC PPR NPR LRP LRN 

GD1 98.6 98.5 98.4 98.8 97.3 98.7 97.3 99.2 97.5 
GD2 98.4 98.2 99.3 98.6 98.9 98.3 96.2 99.1 97.3 
GD3 98.9 98.1 99.1 99.3 99.1 98.7 95.9 98.8 98.7 
GD4 98.5 98.7 99.7 99.2 99.3 98.3 95.3 98.9 98.3 
GD5 98.8 99.0 99.6 99.6 99.2 98.1 96.1 99.3 98.6 
GD6 99.3 99.2 99.5 99.4 98.9 99.3 96.8 99.1 99.7 
GD7 99.1 98.6 99.3 99.1 98.7 99.1 96.3 98.8 99.3 
GD8 98.9 98.3 99.8 99.2 99.3 98.2 96.2 98.3 99.1 
GD9 98.3 98.7 99.4 99.7 99.8 98.7 96.1 98.1 98.9 

GD10 98.2 98.9 99.5 99.4 99.3 98.9 95.6 99.1 98.8 
Average 98.7 98.62 99.36 99.23 98.98 98.63 96.18 98.87 98.62 

 
 Table 10 shows the computation of performance index rates on KD. In this Table 10, the 
cancer cervical images are represented as KD1 to KD10 and they are compared with GS 
cervical images to compute the performance index rates. 
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Table 10. Computation of performance index rates of the cervical images in KD through various 
performance metrics 

Cervical 
Image 

Sequences 

Performance index rate evaluations in % 
CSER CSPR SAR P JC PPR NPR LRP LRN 

KD1 98.3 99.3 98.7 98.6 98.3 98.8 98.4 98.4 98.4 
KD2 98.1 99.1 98.3 98.9 98.1 98.4 99.1 98.3 99.1 
KD3 99.4 98.9 98.9 99.3 99.3 98.1 99.3 99.1 99.3 
KD4 99.7 98.4 99.3 99.1 99.1 98.9 98.7 99.3 98.9 
KD5 99.2 98.8 99.1 98.7 99.4 99.3 98.9 98.6 98.5 
KD6 99.4 98.2 98.7 98.5 99.7 99.1 98.3 99.5 99.3 
KD7 99.7 98.6 98.5 98.9 98.4 98.6 98.1 98.3 99.1 
KD8 98.0 99.3 98.9 99.3 98.9 98.3 98.8 98.7 98.6 
KD9 98.3 99.1 99.3 99.1 99.3 98.4 98.4 98.5 98.7 

KD10 99.1 99.6 99.1 99.5 99.1 98.3 98.8 98.7 98.8 
Average 98.92 98.93 98.88 98.99 98.96 98.62 98.68 98.74 98.87 

 

 Table 11 shows the comparative analysis of proposed CFICNN classifier with other state 
of the art methods on GD. The proposed CFICNN based cervical cancer detection system 
obtains 98.7% CSER, 98.62% CSPR, 99.36% SAR, 99.23% P , 98.98% JC, 98.63% PPR, 
96.18% NPR, 98.87% LRP and 98.62% LRN on GD dataset cervical images. In this paper, 
the experimental results of the proposed CFICNN classifier based cervical cancer detection 
system is significantly compared with other existing methods Nitin Kumar Chauhan et al. 
(2023), Umesh Kumar Lilhore et al. (2022), Xin Hou et al. (2022), Alquran et al. (2022), Park 
et al. (2021) and Ding et al. (2021). 
 
Table 11. Comparative analysis of proposed CFICNN classifier with other state of the art methods on 

GD to highlight the performance efficiency of the proposed CGFCNN classifier 

Methods 
Experimental results in % 

CSER CSPR SAR P JC PPR NPR LRP LRN 
Proposed 
CGFCNN 
classifier 

98.7 98.62 99.36 99.23 98.98 98.63 96.18 98.87 98.62 

Nitin 
Kumar 

Chauhan et 
al. (2023) 

96.8 96.4 96.3 96.7 96.3 96.2 95.9 96.1 95.3 

Umesh 
Kumar 

Lilhore et 
al. (2022) 

95.2 95.9 95.8 95.9 96.1 95.3 96.1 96.3 95.9 

Xin Hou et 
al. (2022) 94.9 95.6 95.9 94.2 95.3 96.1 94.2 95.2 95.8 

Alquran et 
al. (2022) 95.3 96.1 96.6 96.7 95.9 95.3 96.1 95.9 95.4 

Park et al. 
(2021) 95.1 95.6 95.3 96.1 95.9 95.8 95.3 96.1 95.8 

Ding et al. 
(2021) 94.2 94.8 94.1 94.9 95.1 95.3 95.8 95.8 96.1 
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 Table 12 shows the comparative analysis of proposed CFICNN classifier with other state 
of the art methods on KD. The proposed CFICNN based cervical cancer detection system 
obtains 98.92% CSER, 98.93% CSPR and 98.88% SAR, 98.99% P and 98.96% JC, 98.62% 
PPR, 98.68% NPR, 98.74% LRP and 98.87% LRN on GD dataset cervical images. 
 
Table 12. Comparative analysis of proposed CFICNN classifier with other state of the art methods on 

KD to highlight the performance efficiency of the proposed CGFCNN classifier 

Methods 
Experimental results in % 

CSER CSPR SAR P JC PPR NPR LRP LRN 
Proposed 
CGFCNN 
classifier 

98.92 98.93 98.88 98.99 98.96 98.62 98.68 98.74 98.87 

Nitin 
Kumar 

Chauhan et 
al. (2023) 

97.9 97.2 96.9 96.1 96.3 95.4 96.3 96.1 95.91 

Umesh 
Kumar 

Lilhore et 
al. (2022) 

96.3 96.3 95.3 95.8 95.9 96.9 95.3 94.9 95.8 

Xin Hou et 
al. (2022) 96.1 96.9 95.1 96.1 96.7 95.4 95.9 95.3 95.1 

Alquran et 
al. (2022) 95.8 96.5 94.9 95.3 94.9 94.9 94.2 95.8 95.3 

Park et al. 
(2021) 95.1 95.7 95.3 94.3 94.8 94.2 94.8 94.3 94.8 

Ding et al. 
(2021) 94.3 94.1 94.9 94.5 94.9 94.2 94.7 94.1 94.5 

 
 
3.1 Clinical diagnosis 
The proposed fusion based CGFCNN classifier for the cervical cancer detection process have 
been applied and tested on the two independent cervical imaging datasets and the performance 
of the system has been analyzed with respect to various parameters in this paper.  Though 
these methods provided optimum experimental results on both open access datasets, the 
performance has to analyze by the real time clinical imaging datasets. Hence, the proposed 
methods stated in this paper have been applied on the set of cervical images which have been 
obtained from the MGM Healthcare, Chennai, India. The image size of this clinical cervical 
image is about 512 ×512 as image width and height pixel resolution respectively. Totally, 126 
cancer cervical images and 267 non-cancer cervical images from this clinical dataset have 
been used in this paper in order to evaluate the performance of the proposed system on real 
time imaging environment. This study presents a suggested CGFCNN classifier based cervical 
cancer detection algorithm that accurately identified 265 cancer cervical images out of 267 
cancer cervical images, yielding 99.2% of HCDR. This study presents a suggested CGFCNN 
classifier based cervical cancer detection algorithm that successfully recognized 124 cancer 
cervical images out of 126 cancer cervical images, obtaining 98.4% of CCDR. The 
experimental outcomes of the suggested cervical cancer detection system on the clinical 
imaging dataset and the suggested cervical cancer detection method on the public cervical 
imaging datasets are substantially identical. 
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3.2 Validations 
Further, the proposed system experimental results have been validated through the K-fold 
validation algorithm (Verma et al. 2024).  
The K-fold statistical analysis method has been used in this proposed cervical cancer detection. 
The 5-fold algorithm has been used in this paper. In each fold of this algorithm, five modules 
are aligned where each module contains 120 numbers of cervical images. During fold-1, 
module 1 images are tested by the proposed algorithm, where other remaining modules 
(images) are trained by the proposed classifier. During fold-2, module 2 images are tested by 
the proposed algorithm, where other remaining modules (images) are trained by the proposed 
classifier. During fold-3, module 3 images are tested by the proposed algorithm, where other 
remaining modules (images) are trained by the proposed classifier. During fold-4, module 4 
images are tested by the proposed algorithm, where other remaining modules (images) are 
trained by the proposed classifier. During fold-5, module 5 images are tested by the proposed 
algorithm, where other remaining modules (images) are trained by the proposed classifier. The 
average of the CDR has been computed all the folds which is equal to the obtained CDR.. By 
k-fold algorithm, the CDR parameter of the experimental results of the proposed system is 
verified.  

4. Conclusions 
This paper proposes image fusion based cervical cancer detection and segmentation method 
using cervical images. The proposed method implements the efficient CFICNN deep learning 
architecture on the computed feature set from the cervical features. This proposed CFICNN 
classifier produces the classification output and then the segmentation algorithm is applied on 
the abnormal image to locate the cancer pixels. In this paper, the proposed CGFCNN method 
detected 597 healthy cervical images over 600 healthy cervical images and obtains 99.55 
HCDR on Cervical GD and also detects 598 cancer cervical images correctly over 600 cancer 
cervical images which obtain 99.6% CCDR on cervical GD. In this paper, the proposed 
CGFCNN method detected 407 healthy cervical images over 410 healthy cervical images and 
obtains 99.2 HCDR on Cervical KD and also detects 100 cancer cervical images correctly over 
102 cancer cervical images which obtain 98.0% CCDR on cervical KD. The proposed 
CFICNN based cervical cancer detection system obtains 98.7% CSER, 98.62% CSPR, 99.36% 
SAR, 99.23% P and 98.98% JC on GD dataset cervical images. The proposed CFICNN based 
cervical cancer detection system obtains 98.92% CSER, 98.93% CSPR and 98.88% SAR, 
98.99% P and 98.96% JC on GD dataset cervical images. The proposed CFICNN classifier is 
performance comparing with other existing deep learning approaches LeNet, AlexNet, Visual 
Geometry Group (VGG) and Inception network with respect to CDR on both GD and KD. In 
this work, the detection and classification of cervical cancer using cervigram images are only 
performed. Though this method obtained superior performance in terms of various indexing 
parameters, the Pap smear cell analysis is also important for the same patient to validate the 
cancer segmentation accuracy. In future, the cervical cancer can be detected by considering 
both cervigram images and Pap smear cell imaging test using advanced deep learning models. 
Moreover, the severity estimation and determination is so important for analyzing the 
performance efficiency of the systematic model. In future direction, the segmented cancer 
pixels by the proposed CFICNN classifier will be severity diagnosed with respect to the 
clinical results. 
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