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A STUDY ON THE MINIMUM DEGREE WIENER INDEX

OF GRAPHS†
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Abstract. In this paper, we introduced a new distance-based index called

the minimum degree Wiener index, which is the sum of distances between
all unordered pairs of vertices with the minimum degree. Additionally, a

matrix related to this index was introduced, and it was discovered that
the sum of entries in each row was the same for some classes of graphs,

contrary to many graph-related matrices. In particular, we determined

the minimum degree Wiener index of the bipartite Kneser graph, bipartite
Kneser type-k graphs, Johnson graph and the set inclusion graphs. The

terminal Wiener index of a graph G is the sum of distances between all

unordered pairs of pendant vertices of G. Also, we determined Wiener
index, hyper Wiener index and corresponding polynomials of the bipartite

Kneser type-k graphs for k = 2, 3.
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1. Introduction

In the chemical sciences as well as pharmaceuticals, graph theory is a crucial
tool for understanding diverse algebraic structures and molecular properties.
We are able to generate a molecular graph from a molecule by representing the
atoms as vertices and the bonds as edges. Topological indices [15],[6] are graph
theoretic invariants of molecular graphs which predict the characteristics of the
related molecule. A simple graph G = (V,E) consists of a vertex set V and
an edge set E, where each edge in E connects two distinct vertices in V . The
number of vertices, |V |, is the order of the graph G and the number of edges,
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|E|, is the size of the graph G. Degree of a vertex v in a simple graph denoted
by d(v) is the number of edges incident on it. A vertex v is a cut vertex of a
connected graph G if G− v is disconnected. A graph G is a 2-connected graph
if it contains no cut vertices [10],[16]. In a molecular graph, vertices represent
carbon atoms, edges represent the bonds between the atoms, and degree of a
vertex denotes the valency.

In a bipartite graph, the set of vertices is divided into two disjoint subsets and
every edge connects a vertex from one of these subsets to a vertex from the other
subset. The graph invariants of bipartite graphs are very useful in transportation
problems, coding theory, etc. [2], [4]. Kneser graphs are defined as graphs with
k-element subsets of a fixed set with n elements as vertices, and the adjacency
exists between two disjoint k-element subsets [11]. The bipartite Kneser graph
H(n, k) [13] for a positive integer n > 1 has a vertex set consisting of all k-element
and n− k element subsets of Sn = {1, 2, 3, . . . , n}, and an edge between any two
vertices U andW exists when U ⊂ W or W ⊂ U . For an integer k, 1 ≤ k ≤ n−1,
the bipartite Kneser type-k graph HT (n, k) [19], was defined as a graph with
partition (V1, V2) in which V1 contains k-element subsets of Sn, n > 1, and V2

contains all non-empty subsets of Sn which are not in V1. Define the edge set as
{UW : U ∈ V1,W ∈ V2, and UW exists if and only if U ⊂ W or W ⊂ U}.
The bipartite Kneser type-1 graph and some of its properties were established in
[18]. In [17], it is shown that the graphsHT (n, k) andHT (n, n−k) are isomorphic
for all n and k. The connectivity and diameter of the graph HT (n, k) were also
discussed.

The Wiener index of a graph G, W (G), the most well-known distance-based
index, was introduced by Harold Wiener in 1947 and is defined as the total
distance between unordered pairs of vertices in a graph [5]. Further Wiener
introduced Wiener polarity index Wp(G) of a graph G, [1], as the number of
unordered pairs of vertices that are at distance 3 in G. In [7] and [8], the terminal
Wiener index was introduced in connection with the terminal distance matrix,
which was used in genetic codes, and in mathematical modelling of proteins [9],
[14].

In this paper, we discussed Wiener and hyper-Wiener indices, which are
distance-based topological indices, of the graphs HT (n, 2) and HT (n, 3). A new,
graph topological index called the minimum degree Wiener index was intro-
duced, along with a related polynomial. In addition, a matrix associated with
this index was established, and it was shown that, in contrast to many graph-
related matrices, the sum of entries in each row was the same for some classes of
graphs. We computed these indices for bipartite Kneser graph, bipartite Kneser
type-k graphs, Johnson graphs, set inclusion graphs.

2. Preliminaries

Throughout this paper, we consider only simple connected graphs unless oth-
erwise mentioned. The distance (that is, the length of a shortest path) between
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any two distinct vertices u and v is denoted by d(u, v). In a graph G, the min-
imum degree among the vertices of G is denoted by δ(G) and the maximum
degree of G is denoted by ∆(G).

Definition 2.1. [19] Let Sn = {1, 2, 3, . . . , n}, n > 1 and 1 ≤ k < n. The
bipartite Kneser type-k graph is defined as a bipartite graph with partition
(V1, V2) in which V1 contains k-element subsets of Sn, and V2 contains all other
non-empty subsets of Sn, and is denoted byHT (n, k). The adjacency ofHT (n, k)
is defined as: two vertices U ∈ V1, W ∈ V2 are adjacent if and only if either
U ⊂ W or W ⊂ U .

In V1, all the vertices have the same degree 2k +2n−k − 3. In V2,
(
n
i

)
vertices

have degrees
(
n−i
k−i

)
, where i ∈ {1, 2, 3, . . . , k − 1} and

(
n
j

)
vertices have degrees(

j
k

)
, where j ∈ {k + 1, k + 2, . . . , n− 1}.
The previous studies in [17] showed that the diameter of the graph HT (n, k)

for n > 3, 1 ≤ k < n is 4 and, the vertex connectivity and the edge connectivity
are k + 1. If a graph’s vertex connectivity is greater than or equal to 2, then it
is said to be 2−connected. So HT (n, k) graphs for n > 3 are 2−connected.

Theorem 2.2. [10] Let G be a 2-connected graph of order ω. Then

W (G) ≤


ω3

8
if ω is even,

ω(ω − 1)(ω + 1)

8
if ω is odd,

equality holds if and only if G ∼= Cω, where Cω is the cycle graph with ω vertices.

3. Main results

3.1. Minimum degree Wiener index. The sum of the distances between
all unordered pairs of pendant vertices on a graph G is the terminal Wiener
index of that graph [8]. Motivated from the concept of terminal Wiener index,
we introduce a new distance related topological index called minimum degree
Wiener index, MDW (G) of a graph G as follows:

Definition 3.1. Let G be a simple connected graph. Let Vmin = {Ui ∈ V (G) :
d(Ui) = δ}. Define the minimum degree Wiener index MDW (G) of G as

MDW (G) =
∑

Ui,Uj∈Vmin

d(Ui, Uj) for all unordered pairs of vertices (Ui, Uj).

Observation 1.
• For trees, the minimum degree Wiener index and the terminal Wiener
index are the same.

• If there is only one vertex with minimum degree, then MDW (G) = 0.
• If the graph has exactly two vertices U1, U2 with minimum degree, then
MDW (G) = d(U1, U2).

• If there exist exactly two vertices U1, U2 with minimum degree and have
same adjacent vertex, then MDW (G) = 2.
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• For regular graphs, the minimum degree Wiener index and the Wiener
index are the same.

Here we discuss the minimum degree Wiener index of the bipartite Kneser
type-k graphs. Let us consider an example: HT (4, 2):

Figure 1. The graph of HT (4, 2)

1 2 3 4 5 6

7 8 9 10 11 12 13 14 15

From the Definition 2.1, the vertices of HT (4, 2) represent as follows: 1 =
{1, 2}, 2 = {1, 3}, 3 = {1, 4}, 4 = {2, 3}, 5 = {2, 4}, 6 = {3, 4}, 7 = {1}, 8 =
{2}, 9 = {3}, 10 = {4}, 11 = {1, 2, 3}, 12 = {1, 2, 4}, 13 = {1, 3, 4}, 14 =
{2, 3, 4}, 15 = {1, 2, 3, 4}

Here Vmin = {7, 8, 9, 10, 11, 12, 13, 14}.

MDW (HT (4, 2)) = d(7, 8) + d(7, 9) + d(7, 10) + d(7, 11) + d(7, 12) + d(7, 13) + d(7, 14)

+ d(8, 9) + d(8, 10) + d(8, 11) + d(8, 12) + d(8, 13) + d(8, 14) + d(9, 10)

+ d(9, 11) + d(9, 12) + d(9, 13) + d(9, 14) + d(10, 11) + d(10, 12) + d(10, 13)

+ d(10, 14) + d(11, 12) + d(11, 13) + d(11, 14) + d(12, 13) + d(12, 14) + d(13, 14)

= 64.

Observation 2.
• For bipartite Kneser type-k graphs HT (n, k), the minimum degree δ is

k + 1.

• For 1 ≤ k ≤
⌊n
2

⌋
and k ̸= n

2
, the number of minimum degree vertices ,

|Vmin| =
(

n
k+1

)
.
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• For 1 ≤ k ≤
⌊n
2

⌋
and k =

n

2
, |Vmin| =

(
n

k−1

)
+
(

n
k+1

)
.

We define a restricted distance matrix of a graph G as MDM(G) = [Uij ],

where Uij =

{
d(Ui, Uj) if Ui, Uj ∈ Vmin ,

0 otherwise.

This matrix is a real symmetric matrix with 0 as diagonal elements. Order of
the matrix is |V (G)|.

Now we construct a matrix by indexing the rows and columns with the vertex
subset Vmin of G. This matrix called minimum δ-distance matrix of a graph
G, and is defined as follows:
Let G be a graph with |V (G)| = n. If G has m vertices with minimum degree,
and these m vertices are labeled as U1, U2, . . . , Um, then its minimum δ-distance
matrix is the square matrix of order m whose (i, j)th− entry is d(Ui, Uj). That
is, MδDM(G) = [Uij ], where Uij = d(Ui, Uj), Ui, Uj ∈ Vmin. This is also a real
symmetric matrix with all diagonal entries 0.

Theorem 3.2. Let G be a 2-connected graph of order ω ≥ 4. Then

0 ≤ MDW (G) ≤


ω3

8
if ω is even,

ω(ω − 1)(ω + 1)

8
if ω is odd.

Proof. By the definition of minimum degree Wiener index, MDW (G) ≤ W (G).
If |V (G)| = |Vmin|, then MDW (G) = W (G). If there is only one vertex with
minimum degree, that is, if |Vmin| = 1, MDW (G) = 0. Thus MDW (G) ≥ 0.
Hence by Theorem 2.2, we have the result. □

Theorem 3.3. For the graph HT (n, k), where n > 3, 1 ≤ k ≤
⌊n
2

⌋
and k ̸= n

2
,

we have

MDW (HT (n, k)) =

(
n

k + 1

){
(n− k − 1)(k + 1) + 2

[(
n− k − 1

k + 1

)
+

k−1∑
i=1

(
k + 1

i

)(
n− k − 1

k + 1− i

)]}
.

Proof. By Definition 2.1, the minimum degree vertices occur in the part V2. The
distance between any two vertices in V2 is either 2 or 4. Using the minimum
δ-distance matrix, in each row, the number of unordered pairs of vertices in V2

with distance 2 is
(
k+1
k

)(
n−(k+1)
k+1−k

)
= (n− k− 1)(k+1) and those with distance 4

is
(
n−k−1
k+1

)
+

k−1∑
i=1

(
k + 1

i

)(
n− k − 1

k + 1− i

)
. Thus the minimum degree Wiener index

is given by

MDW (G) =

(
n

k+1

)
2

{
2(n− k − 1)(k + 1) + 4

[(
n− k − 1

k + 1

)
+

k−1∑
i=1

(
k + 1

i

)(
n− k − 1

k + 1− i

)]}
.

Hence the result. □
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Theorem 3.4. For the bipartite Kneser type-k graphs HT (n, k), where k =
n

2
, n ̸= 4,

MDW (HT (n, k)) =

(
n

k−1

)
+
(

n
k+1

)
2

[
2 d(G, 2) + 4 d(G, 4)

]
,

where d(G, 2) = (k − 1)(n− k + 1) + (k + 1) and

d(G, 4) =

(
n− k + 1

k − 1

)
+

k−2∑
i=1

(
k + 1

i

)(
n− k − 1

k − 1− i

)
+

(
n− k − 1

k − 1

)
.

Proof. For k =
n

2
, the minimum degree vertices are the k + 1 element subsets

and k − 1 element subsets of Sn. As in the Theorem 3.3, the number of 2′s in
the MδDM(HT (n, k)) is(

k − 1

k − 2

)(
n− k + 1

1

)
+

(
k + 1

k − 1

)
= (k − 1)(n− k + 1) + (k + 1)

and the number of 4′s are
(
n−k+1
k−1

)
+

k−2∑
i=1

(
k + 1

i

)(
n− k − 1

k − 1− i

)
+

(
n− k − 1

k − 1

)
.

Thus by the Definition 3.1, we have the result. □

When n = 4 and k = 2, the minimum degree Wiener index for the graph
HT (n, k) is given as follows:

Result 3.5. The minimum degree Wiener index for the graph HT (4, 2) is 64.

Proof. In minimum δ-distance matrix, each row contains
(
k−1
k−2

)
(n−k+1)+

(
k+1
k−1

)
vertex pairs at a distance 2 and

(
n−k−1
k−1

)
vertex pairs with distance 4. Since

n = 4, k =
n

2
= 2, there are 6 and 1 unordered vertex pairs at distance 2 and

4 in each row, respectively. As the order of the minimum δ-distance matrix is(
n

k−1

)
+
(

n
k+1

)
= 8, MDW (HT (n, k)) = 64. □

The minimum δ-distance matrix for various graphs, including molecular graphs
from chemistry, exhibits an interesting property that can be found. The sums
of the elements in each row of the minimum δ-distance matrices are equal in the
case of the bipartite Kneser type-k graphs.

Theorem 3.6. Let G be the bipartite Kneser type-k graph HT (n, k), n > 3, 1 ≤
k ≤ ⌊n

2 ⌋. Let Ri denote the ith row of the minimum δ−distance matrix of G.

Then the sum S(Ri) =

|Vmin|∑
j=1

Uij is the same for each i = 1, 2, 3, . . . , |Vmin|.

Proof. In the graph HT (n, k), the vertices with minimum degree occur only in
the partite set V2. For any unordered pair of vertices U1, U2 in V2, d(U1, U2) is
either 2 or 4.
Case 1: When k ̸= n

2 . The number of 2′s in the ith row, i = 1, 2, . . . , |Vmin|, of
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the minimum δ−distance matrix is (n− k− 1)(k+1) and that of 4 is
(
n−k−1
k+1

)
+

k−1∑
l=1

(
k + 1

l

)(
n− k − 1

k + 1− l

)
. Thus

S(Ri) =

|Vmin|∑
j=1

Uij

= 2(n− k − 1)(k + 1) + 4

[(
n− k − 1

k + 1

)
+

k−1∑
l=1

(
k + 1

l

)(
n− k − 1

k + 1− l

)]
.

Case 2: When k = n
2 . Using Theorem 3.4, for i = 1, 2, . . . , |Vmin|, S(Ri) =

2d(G, 2) + 4d(G, 4). □

Definition 3.7. On the basis of minimum degree Wiener index, let us de-
fine minimum degree Wiener polynomial for a simple connected graph G as

MDH(G, x) =

d(G)∑
h=1

d(G, h)xh + |Vmin|, where h = d(Ui, Uj), Ui, Uj ∈ Vmin,

d(G) denotes the diameter of the graph G, and d(G, h) denotes the number of
unordered pairs of minimum-degree vertices at a distance h.

Theorem 3.8. The minimum degree Wiener polynomial of the bipartite Kneser
type-k graphs HT (n, k), n > 1, k ̸= n

2 is given by

MDH(HT (n, k)) =

(
n

k+1

)
2

[
(n− k − 1)(k + 1)

]
x2+(

n
k+1

)
2

[(
n− k − 1

k + 1

)
+

k−1∑
i=1

(
k + 1

i

)(
n− k − 1

k + 1− i

)]
x4 +

(
n

k + 1

)
Proof. The result follows from Theorem 3.3 and Definition 3.7. □

Theorem 3.9. The minimum degree Wiener polynomial of the bipartite Kneser
type-k graphs HT (n, k), n > 1, k = n

2 , n ̸= 4 is given by

MDH(HT (n, k)) =

(
n

k−1

)
+
(

n
k+1

)
2

[
d(G, 2) x2+d(G, 4) x4

]
+

(
n

k − 1

)
+

(
n

k + 1

)
,

where d(G, 2) and d(G, 4) are as in Theorem 3.4.

Proof. Using Theorem 3.4 and Definition 3.7, the result holds. □

Corollary 3.10. The minimum degree Wiener polynomial for the graph HT (4, 2)
is 4x4 + 24x2 + 8.

Let us consider some other non regular graphs (only minimum degree vertices
are labelled).
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Figure 2. The graph G1

u2

u1
u3

G1

Figure 3. The graph G2

u1

u2

u3

u4

u5

G1

The minimum degree Wiener polynomial for the graph G1 in Figure: 2 is
3x3 +3. The minimum degree Wiener polynomial for a 3−path irregular tree of
order 11 (see the graph G2 in Figure :3) is 2x2 + 4x5 + 4x6 + 5.

Wiener polarity index. Another topological descriptor, the Wiener polarity
index, was developed by Wiener and is known to be connected to the cluster
coefficient of networks. The Wiener Polarity index [1] Wp(G) is defined to be
the number of unordered pairs of vertices at distance 3 in G. Then we find the
Wiener polarity index of HT (n, k) graphs.

Theorem 3.11. The Wiener polarity index of the graph HT (n, k) is given by

Wp(HT (n, k)) =

(
n

k

)(
2n − 1−

(
n

k

))
−

(
2k + 2n−k − 3

)(
n

k

)
.

Proof. In the case of HT (n, k), the distance between any pair (U,W ) of vertices
is 3 only when U ∈ V1, W ∈ V2 and UW /∈ E(HT (n, k)). Since the size of
the graph is (2k + 2n−k − 3)

(
n
k

)
, the number of unordered pairs of vertices at

distance 3 is
(
n
k

)
(2n− 1−

(
n
k

)
)− (2k +2n−k − 3)

(
n
k

)
and it is the Wiener polarity

index. □

3.2. Minimum degree Wiener index for Johnson graphs, bipartite
Kneser graphs and set inclusion graphs. The Johnson graph J(n, k) is the
graph whose vertices are the k element subsets of Sn as well, where two vertices
U and W are adjacent if |U ∩W | = k − 1. Whereas the bipartite Kneser graph
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H(n, k), n > 1 has a vertex set consisting of all k and n − k element subsets of
Sn and adjacency exists when one of them is a subset of the other.

As both the Johnson graphs and the bipartite Kneser graphs are regular
graphs, the minimum degree Wiener index is the same as the usual Wiener
index.

The set inclusion graph G(n, k∗, l) [11], where 1 ≤ k∗ < l ≤ n− 1, k∗ + l ≤ n
is the graph with vertices as k∗-element and l-element subsets of Sn, adjacency
exist if one of them contained in another. Its minimum degree is δ(G(n, k∗, l)) =

min{
(
n−k∗

l−k∗

)
,
(

l
k∗

)
}.

Whenever k∗ + l = n, the set inclusion graph G(n, k∗, l), becomes regular
graph and hence the minimum degree Wiener index and the ordinary Wiener
index are the same. The minimum δ-distance matrices of set inclusion graphs
such as G(5, 1, 3) and G(6, 1, 4) are symmetric matrices with entries 0 and 2.
Hence we have the following theorem:

Theorem 3.12. In the set inclusion graph G(n, k∗, l) with k∗ + l = n, the
minimum degree Wiener index is the same as the Wiener index and if k∗+l < n,
then the minimum degree Wiener index of G(n, k∗, l) is the same as that of
HT (n, k) for some k.

Proof. If k∗ + l = n, then the graph G(n, k∗, l) = G(n, k∗, n − k∗) has 2
(
n
k∗

)
vertices, with a degree of

(
n−k∗

k∗

)
for each vertex. Hence it is a regular graph.

Thus from the Definition 3.1 and the Observation 1, the minimum degree Wiener
index of G(n, k∗, n − k∗) is the same as the Wiener index. If k∗ + l < n, then
for some k in HT (n, k), in particular when k = l− 1, both the graphs G(n, k∗, l)
and HT (n, k) have the same minimum degree Wiener index. □

Remark 3.13.
MDW (G(4, 1, 2)) = MDW (HT (4, 1)),

MDW (G(6, 1, 2)) = MDW (HT (6, 1)).

All additive topological indices of a graph G can be expressed mathematically
as

∑
F (x, y), where the summation runs over all edges of the graph with degree

of end vertices as x and y. The distance-based topological indices are very useful
in social networks. In the next section, the distance-based indices like Wiener
index and hyper-Wiener index of the graphs HT (n, k) for n ≥ 4 and k = 2, 3 are
computed.

3.3. Wiener index of HT (n, 2). Let G be a graph with vertex set V (G). The
Wiener index, W (G) is defined as the sum of distances between all unordered

pairs of vertices of the graph G. That is, W (G) =
∑

U,W∈V (G)

d(U,W ). Here, we

determined the Wiener index of the graphs HT (n, 2) and HT (n, 3).

Theorem 3.14. For n ≥ 4, the Wiener index of the graph HT (n, 2) is given by

W (HT (n, 2)) =
n2 − n

2

[
5× 2n−1 − n2 − n

2
− 7

]
+

(2n+1 − n2 + n− 2)(2n+1 − n2 + n− 4)

2
− 2D(n, 2),
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where

D(n, 2) =


(n2 − n)(n2 − n+ 2)

8
+ 2n−1(n+ 2)− n

2
(3n+ 1)− 2

+
1

2

n−1∑
j=3

(
n
j

) [j−1∑
r=2

(
j
r

)(
n−j
j−r

)]
+

n−2∑
i=3,n̸=4


n−1∑

j=i+1

(
n

j

)[
i∑

p=2

(
j

p

)(
n− j

i− p

)] (3.1)

Proof. Consider the graph HT (n, 2). Using combinatorics and by counting
techniques, we get the number of unordered pairs of vertices with distance
d, N 2

d (U,W ) as

N 2
d (U,W ) =



n

8
(n− 1)(2n + 4) if d = 1,

D(n, 2) if d = 2,
n

8

[
3× 2n(n− 1)− 2n2(n− 2)− 2(5n− 4)

]
if d = 3,

1

8

[
(n2 − n)(n2 − n− 2) + (2n+1 − n2 + n− 2)(2n+1 − n2 + n− 4)

]
−D(n, 2) if d = 4,

(3.2)

where D(n, 2) is the Equation 3.1. Thus Wiener index is given by,

W (HT (n, 2))

=
∑

U,W∈V (HT (n,2))

d(U,W )

=
n

8
(n− 1)(2n + 4) + 2D(n, 2) +

3n

8

[
3× 2n(n− 1)− 2n2(n− 2)− 2(5n− 4)

]
+

1

2

[
(n2 − n)(n2 − n− 2) + (2n+1 − n2 + n− 2)(2n+1 − n2 + n− 4)

]
− 4D(n, 2)

= 5× 2n−2(n2 − n)− 5
n2 − n

2
− 3

[
n2 − n

2

]2
+ 4

((n
2

)
2

)
+ 4

(
2n − 1−

(
n
2

)
2

)
− 2D(n, 2)

=
n2 − n

2

[
5× 2n−1 − n2 − n

2
− 7

]
+

(2n+1 − n2 + n− 2)(2n+1 − n2 + n− 4)

2
− 2D(n, 2).

□

Remark 3.15. The Wiener index of the graph HT (3, 2) is 36.

Proof. Using the Definition 2.1, the part V1 of vertex set of HT (3, 2) contains
3 vertices and V2 has 4 elements. The diameter of the graph is 3. Also, the
number of unordered pairs of vertices with distance 1 is 9, with distance 2 is 9,
and with distance 3 is 3. Thus,
W (HT (3, 2)) = 9 + 18 + 9 = 36. □

Now, we are going to find the Wiener index of the graph HT (n, 3) as follows:

Theorem 3.16. The Wiener index of the bipartite Kneser type-3 graph, for
n ≥ 4, is given by

W (HT (n, 3)) =
(n2 − n)(n− 2)

6

[
11× 2n−2 − 13− 3

(
n

3

)]
+ 4

((n
3

)
2

)
+ 4

(
2n − 1−

(
n
3

)
2

)
− 2D(n, 3),
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where

D(n, 3) =
∑
j=1,3

((n
j

)
2

)
+

2∑
i=1

n∑
j=4

(
n

j

)(
j

i

)
+

1

2

n−1∑
j=4

(
n

j

)[
j−1∑
r=3

(
j

r

)(
n− j

j − r

)]

+
n−2∑
i=4


n−1∑

j=i+1

(
n

j

)[
i∑

p=3

(
j

p

)(
n− j

i− p

)]+
n−1∑
i=4

(
n

i

)
+ n(n− 1)2.

(3.3)

Proof. In the case of HT (n, 3), the number of unordered pairs of vertices with
distance d is as follows.

N 3
d (U,W )) =



1

6
(n2 − n)(n− 2)(5 + 2n−3) if d = 1,

D(n, 3) if d = 2,
(n2 − n)(n− 2)

6

[
7× 2n−3 − (n2 − n)(n− 2)

6
− 6

]
if d = 3,

(n2 − n)(n− 2)
[
(n2 − n)(n− 2)− 6

]
72

+
(2n−1−(n3)

2

)
−D(n, 3) if d = 4,

(3.4)

where D(n, 3) is the Equation 3.3.

W (HT (n, 3)) =
1

6
(n2 − n)(n− 2)(5 + 2n−3) + 2D(n, 3)

+
(n2 − n)(n− 2)

2

[
7× 2n−3 − (n2 − n)(n− 2)

6
− 6

]
+

(n2 − n)(n− 2)
[
(n2 − n)(n− 2)− 6

]
18

+ 4

(
2n − 1−

(
n
3

)
2

)
− 4D(n, 3)

= 22× 2n−3 (n
2 − n)(n− 2)

6
− 13

(n2 − n)(n− 2)

6
− 3

[
(n2 − n)(n− 2)

6

]2
+

(n2 − n)(n− 2)
[
(n2 − n)(n− 2)− 6

]
18

+ 4

(
2n − 1−

(
n
3

)
2

)
− 2D(n, 3)

=
(n2 − n)(n− 2)

6

[
11× 2n−2 − 13− 3

(
n

3

)]
+ 4

((n
3

)
2

)
+ 4

(
2n − 1−

(
n
3

)
2

)
− 2D(n, 3)

□

3.4. Hyper-Wiener index of HT (n, 2). Milan Randic first introduced the
hyper Wiener index in 1993. The hyper-Wiener index of a graph G, WW (G) =
1

2

[∑
d2(U,W ) +

∑
d(U,W )

]
, was given by Klein, Lukovits and Gutman in 1995

[12]. Here we established formulae to find the hyper Wiener index of the graphs
HT (n, 2) and HT (n, 3).

Theorem 3.17. The hyper Wiener index of the graph HT (n, 2), n ≥ 4 is given
by

WW (HT (n, 2)) =
n2 − n

2

[
19× 2n−2 − 11

]
− 6

[
n2 − n

2

]2
+ 10

((n
2

)
2

)
+ 10

(
2n − 1−

(
n
2

)
2

)
− 7D(n, 2),

where D(n, 2) represents the Equation 3.1 in Theorem 3.14.

Proof.

WW (HT (n, 2)) =
1

2

[∑
d2(U,W ) +

∑
d(U,W )

]
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=
5

4

(
2n−1

)
(n2 − n)− 3

8

(
n2 − n

)2
+

(n2 − n)(n2 − n− 2)

4
+ 2

(
2n − 1−

(
n
2

)
2

)
− D(n, 2) +

1

4
(2n−2 + 1)(n2 − n) + 2D(n, 2) +

9(n2 − n)

4

(
2n − 1−

(
n

2

))
− 9(n2 − n)

4

(
2n−2 + 1

)
+ 8

((n
2

)
2

)
+ 8

(
2n − 1−

(
n
2

)
2

)
− 8D(n, 2)

=
n2 − n

2

[
19× 2n−2 − 11

]
− 6

[
n2 − n

2

]2
+ 10

((n
2

)
2

)
+ 10

(
2n − 1−

(
n
2

)
2

)
− 7D(n, 2).

□

Theorem 3.18. The hyper-Wiener index of the graph HT (n, 3), n ≥ 4 is given
by

WW (HT (n, 3)) =

(
n

3

)[
43× 2n−3 − 31

]
− 6

(
n

3

)2

+ 10

((n
3

)
2

)
+ 10

(
2n − 1−

(
n
3

)
2

)
− 7D(n, 3),

where D(n, 3) represents the Equation 3.3 in Theorem 3.16.

Proof. Using the definition of hyper-Wiener index , we have

WW (HT (n, 3)) =
1

2

[
(5 + 2n−3)

(
n

3

)]
+D(n, 3) +

3

2
×
(
n

3

)[
2n −

(
n

3

)
− 2n−3 − 6

]
+ 2

((n
3

)
2

)
+ 2

(
2n − 1−

(
n
3

)
2

)
− 2D(n, 3) +

1

2

[
(5 + 2n−3)

(
n

3

)]
+

9

2

(
n

3

)[
7× 2n−3 −

(
n

3

)
− 6

]
+ 8

((n
3

)
2

)
+ 8

(
2n − 1−

(
n
3

)
2

)
− 8D(n, 3)

=
(
n

3

)[
43× 2n−3 − 31

]
− 6

(
n

3

)2

+ 10

((n
3

)
2

)
+ 10

(
2n − 1−

(
n
3

)
2

)
− 7D(n, 3).

□

3.5. Hosoya-Wiener polynomial. The Hosoya polynomial, which H. Hosoya
introduced in 1988, can be used to derive all distance-based graph invariants. If
d(G, h) represents the number of pairs of vertices having distance h and d(G)
denotes the diameter of a graph G, then the Hosoya polynomial [3] is defined as

H(G, x) =

d(G)∑
h=1

d(G, h)xh.

Here we consider the alternative definition

H(G, x) =

d(G)∑
h=1

d(G, h)xh + |V (G)|,

which is mentioned in [20]. The hyper-Wiener index and Hosoya-Wiener poly-
nomial for a graph G is related by the equation

WW (G) = H ′(G, 1) +
1

2
H ′′(G, 1),

where H ′(G, 1) is the first derivative of H(G, x) at x = 1 [20], is the Wiener
index, and H ′′(G, 1) is the second derivative of H(G, x) at x = 1.
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The Hosoya-Wiener polynomial for the graphs HT (n, 2) and HT (n, 3) are illus-
trated in the following theorem.

Theorem 3.19.

H(HT (n, 2), x) =


n

8
(n− 1)(2n + 4)x+D(n, 2)x2 +

{(
n

2

)[
3× 2n−2 − n2 − n

2
− 2

]}
x3

+
{
(n2 − n)(n2 − n− 2)

4
+

(
2n − 1−

(
n
2

)
2

)
−D(n, 2)

}
x4 + 2n − 1

where D(n, 2) is the same Equation 3.1 in the Theorem 3.14.

H(HT (n, 3), x) =


1

6
(n2 − n)(n− 2)(5 + 2n−3)x+D(n, 3)x2 +

{(
n

3

)[
7× 2n−3 −

(
n

3

)
− 6

]}
x3

+
{((n

3

)
2

)
+

(
(2n − 1−

(
n
3

)
2

)
−D(n, 3)

}
x4 + 2n − 1

where D(n, 3) is as in the Theorem 3.16.

Proof. The proof follows from the definition of Hosoya-Wiener polynomial, Equa-
tions 3.2 and 3.4. □

The Hosoya-Wiener polynomials for some of the bipartite Kneser type-k
graphs are

• H(HT (4, 1)) = 3x4 + 16x3 + 58x2 + 28x+ 15.
• H(HT (4, 2)) = 4x4 + 24x3 + 47x2 + 30x+ 15.
• H(HT (5, 2)) = 40x4 + 120x3 + 215x2 + 90x+ 31.
• H(HT (6, 3)) = 291x4 + 600x3 + 802x2 + 260x+ 63.

Hence the hyper-Wiener index can be calculated for these graphs from the cor-
responding first and second derivative of these polynomials.

4. Conclusion

In this paper, Minimum degree Wiener index and minimum degree Wiener
polynomial are introduced for any simple connected graph G and computed
the same for HT (n, k), and compared the results with that of bipartite Kneser
graphs, Johnson graphs and the set inclusion graphs. Also, we determined the
formula for the Wiener index, hyper Wiener index, Wiener polarity index and
Hosoya-Wiener polynomial for the bipartite Kneser type-k graphs for k = 2, 3.
We introduced minimum δ- distance matrix for a connected graph. The row
sums of minimum δ- distance matrix are equal for the graph HT (n, k). In most
of the matrices defined for a graph, this is not so.

Conflicts of interest : The authors hereby declare that there is no potential
conflict of interest.
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