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A NEW BANACH SPACE DEFINED BY ABSOLUTE JORDAN

TOTIENT MEANS

Canan Hazar Güleç∗ and Özlem Girgin Atlıhan

Abstract. In the present study, we have constructed a new Banach series space
|Υr|up by using concept of absolute Jordan totient summability |Υr, un|p which is
derived by the infinite regular matrix of the Jordan’s totient function. Also, we
prove that the series space |Υr|up is linearly isomorphic to the space of all p-absolutely
summable sequences ℓp for p ≥ 1. Moreover, we compute the α-, β- and γ- duals
of this space and construct Schauder basis for the series space |Υr|up . Finally, we
characterize the classes of infinite matrices

(
|Υr|up , X

)
and

(
X, |Υr|up

)
, where X is

any given classical sequence spaces ℓ∞, c, c0 and ℓ1.

1. Introduction and Preliminaries

The theory of sequence spaces has always been of great interest as it is involved
in various fields in analysis, especially summability. Also, it has many applications
in numerical analysis, approximation theory, operator theory, and orthogonal series
theory. Classical summability theory concerns on the generalization convergence of
sequences or series of real or complex numbers. In order to do so, it aims to assign
a limit of some sort to divergent sequences or series by considering a transformation
of a sequence rather than the original sequence or series. Recent studies have focused
on generating new Banach sequence and series spaces by means of the matrix domain
of infinite triangular matrices. Recently, matrices corresponding to arithmetic func-
tions in number theory have been widely used to construct these triangular matrices.
Interesting studies using arithmetic functions in the summability theory are found
in [4–8, 10, 17, 20, 24, 26]. Recently, researchers have focused on studies on Euler to-
tient and Jordan totient matrices [4–7]. Also, some details for theory and applications
of Banach space, the reader can refer to [12,14–16,21].

The Euler’s totient function φ is one of the most famous arithmetic functions with
many applications in number theory. Recall that Euler totient function φ (m) is
defined as the number of positive integers less than m that coprime with m for every
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m ∈ N and m > 1, and φ (1) = 1. Euler totient matrix operator Φ = (ϕnk) is defined
as

ϕnk =

{
φ(k)
n

, if k | n
0 , if k ∤ n

which is a regular matrix [5]. Also the new sequence spaces have been introduced by
using this matrix in [4–6].

The Euler totient function has been generalized in many ways because of its appli-
cations in various branches of number theory. Among the generalizations, the most
significant is probably the Jordan’s totient function. The Jordan’s function of order r
is an arithmetic function which is generalizing the well-known Euler totient function
φ, where r is a positive integer. This function is denoted by Jr and it is the number of r
tuples (a1,..., ar) with the properties 1 ≤ ai ≤ n, i = 1, 2, ..., r and gcd (a1,..., ar, n) = 1
for a fixed positive integer r. It is obvious that J1 = φ. Recent history of Jordan’s
function is given in [3]. The function Jr has some interesting properties and many
applications. In what follows we recall some of the important ones [9, 13].

The function Jr is multiplicative, that is, the relation Jr (mn) = Jr (m) Jr (n) is
satisfied for any positive integers m,n with gcd (m,n) = 1. Also, the Gauss type
formula Jr reads as follows: ∑

d|n

Jk (d) = nk

from which, the Möbius inversion formula gives

Jr (n) =
∑
d|n

µ (d)
(n
d

)r
where µ is the Möbius function defined as

µ(n) =


(−1)m if n = p1p2...pm, where p1, p2, ..., pm are

non-equivalent prime numbers,
1 if n = 1,
0 if p2 | n for some prime number p,

for n ∈ N.
Properties of the Jordan’s totient function take place in Sándor et al [19] and

Andrica and Piticari [2]. Also, for more results and applications of this function, we
refer the reader to [1, 2, 13,23].

Then, the Jordan totient matrix operator denoted by Υr = (υr
nk) was defined in [7]

as follows:

υr
nk =

{
Jr(k)
nr , if k | n
0 , if k ∤ n

for each r ∈ N and its inverse (Υr)−1 =
(
(υr

nk)
−1) is introduced by

(υr
nk)

−1 =

{
µ(n

k )
Jr(n)

kr , if k | n
0 , if k ∤ n.

The remainder of this work is organized as follows: In section 2, a new Banach
series space |Υr|up is defined by using concept of the Jordan totient matrix operator and

absolute summability. Also, some topological properties of the space |Υr|up are given
and α-, β- and γ- duals of this space are computed. In section 3, the characterizations
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of matrix transformations in the related spaces are presented. The results presented
in this paper are motivated by those of [6] and [7].

In what follows, we recall some basic definition or notations that are needful for
this paper.

Let ω denote the space of all sequences (real or complex). ℓ∞, c and c0 denote the
spaces of all bounded, convergent and null sequences, respectively. Also, by bs, cs, ℓ1
and ℓp, we denote the spaces of all bounded, convergent, absolutely and p-absolutely
convergent series, respectively. Let e and (en) , (n ∈ N) be the sequences with ek = 1

for all k ∈ N, and e
(n)
n = 1 and e

(n)
k = 0 for k ̸= n, respectively.

A subspace X of ω is said to be a BK- space if it is a Banach space with continuous
coordinates Pn : X → C,(n ∈ N) , where Pn (x) = xn for all x ∈ X . For example, the

spaces ℓp (1 ≤ p < ∞) and ℓ∞, c are BK- spaces with norms ∥x∥ℓp = (
∑∞

v=0 |xv|p)1/p

and ∥x∥∞ = supv xv, respectively. The set S (X, Y ) is defined by

(1.1) S (X, Y ) = {a = (ak) ∈ ω : ax = (akxk) ∈ Y for all x = (xk) ∈ X} ,

which is called the multiplier space of the spaces X and Y. With the notation of (1.1) ,
the α-, β- and γ- duals of a sequence space X, which are denoted by Xα, Xβ and Xγ,
are defined by

Xα = S (X, ℓ1) , Xβ = S (X, cs) and Xγ = S (X, bs) ,

respectively.
Let A = (ank) be an infinite matrix of complex numbers for all n, k ∈ N . We write

An = (ank)k∈N for the sequence in the n–th row of A. If x = (xk) ∈ ω, then we define
the A-transform of x as the sequence A (x) = (An (x)) , where

An (x) =
∞∑
k=0

ankxk

provided the series on the right converges for each n ∈ N.
For arbitrary subsets X and Y of ω, we write (X, Y ) for the class of all infinite

matrices that map X into Y. So, A ∈ (X, Y ) if and only if An ∈ Xβ for all n ∈ N
and A (x) ∈ Y for all x ∈ X. Moreover, the matrix domain of an infinite matrix A in
X is defined by

(1.2) XA = {x ∈ w : A (x) ∈ X} .

We assume throughout unless stated otherwise that p, q > 1 with p−1 + q−1 = 1 and
use the convention that any term with negative subscript is equal to zero.

A sequence (bn) in a normed space X is called a Schauder base (or briefly base)
for X, if for every x ∈ X there exists an unique sequence (αn) of scalars such that
∥x−

∑m
n=0 αnbn∥ → 0 (m → ∞) , and we write x =

∑∞
n=0 αnbn. For example,

(
e(n)
)
is

a Schauder base of the space ℓp (1 ≤ p < ∞) under the norm ∥x∥p = (
∑∞

v=0 |xv|p)1/p .

2. A New Series Space using Absolute Jordan Totient Means

In the present section, we introduce the series space |Υr|up by using concept of
the Jordan totient matrix operator and absolute summability, where 1 ≤ p < ∞.
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Moreover, we examine some topological and algebraic properties of this space and
also, we compute the α-, β- and γ- duals of the series space |Υr|up .

Let Σxv be a given infinite series with nth partial sums (sn) . We give the Jordan
totient transform Υr (s) of the sequence (sn) by

(2.1) Υr
n (s) =

1

nr

∑
k|n

Jr (k) sk

for n ≥ 1 and Υr
0 (s) = 0.

Let (un) be a sequence of nonnegative terms. We define the new absolute summa-
bility method |Υr, un|p using Jordan totient matrix. A series Σxv is called summable

|Υr, un|p , if

(2.2)
∞∑
n=1

up−1
n |∆Υr

n (s)|
p < ∞,

for 1 ≤ p < ∞, where ∆Υr
n (s) = Υr

n (s) − Υr
n−1 (s) , and Υr

n (s) is defined by (2.1) .
This definition is motivated by [18].

Now, we introduce the new series space |Υr|up as the set of all series summable by

absolute Jordan totient summability method |Υr, un|p using (2.2) as follows:

|Υr|up =

{
x = (xv) ∈ ω :

∞∑
n=1

up−1
n |∆Υr

n (s)|
p < ∞

}
.

Note that since (sn) is the sequence of partial sums of the series Σxv, then we deduce
that

Υr
n (s) =

1

nr

n∑
j=1

 n∑
k=j
k|n

Jr (k)

xj

for n ≥ 1 and Υr
0 (s) = 0.

Thus we obtain that

∆Υr
n (s) = Υr

n (s)−Υr
n−1 (s) =

n−1∑
j=1

xj

 n∑
k=j
k|n

Jr (k)

nr
−

n−1∑
k=j
k|n−1

Jr (k)

(n− 1)r

+ xn
Jr (n)

nr

for n ≥ 2, and ∆Υr
n (s) = x1 for n = 1.

If we define the matrices E(p) =
(
e
(p)
nk

)
, 1 ≤ p < ∞ and F = (fnk) by

(2.3) e
(p)
nk =

 −u
1/q
n , k = n− 1,

u
1/q
n , k = n,

0, otherwise

and

(2.4) fnk =


1
nr

n∑
j=k
j|n

Jr (j) , 1 ≤ k ≤ n

0, k > n
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respectively, then we may restate |Υr|up = (ℓp)E(p)◦F according to the notation matrix

domain (1.2).

We compute inverse matrices by
(
E(p)

)−1
= Ê(p) and F−1 = F̂ of the matrices

E(p) and F, respectively,

(2.5) ê
(p)
nk =

{
u
−1/q
k , 1 ≤ k ≤ n

0, k > n

and

(2.6) f̂nk =



µ
(
n
k

)
kr

Jr (n)
, k | n and n ≥ 1

−
µ
(
n−1
k

)
kr

Jr (n− 1)
, k | n− 1 and n ≥ 2

µ (n)

Jr (n)
− µ (n− 1)

Jr (n− 1)
, k = 1 and n ≥ 2

0, otherwise.

We may state topological properties and the α-, β- γ- duals of spaces of |Υr|up for
1 ≤ p < ∞.

Theorem 2.1. Let 1 ≤ p < ∞ and (un) be a sequence of nonnegative numbers.
Then, the space |Υr|up is a BK-space with the norm

∥x∥|Υr|up
=
∥∥E(p)oF (x)

∥∥
ℓp

and norm isomorphic to the space ℓp, that is, |Υr|up ∼= ℓp, where the matrices E(p)and

F are defined by (2.3) and (2.4) , respectively.

Proof. Let 1 ≤ p < ∞ and define operators F : |Υr|up → (ℓp)E(p) and E(p) :

(ℓp)E(p) → ℓp by (2.3) and (2.4), respectively. It is clear that the composite function

E(p)oF is a linear operator, since E(p) and F are linear operators. Also, since ℓp is
the BK-space with its usual norm, |Υr|up = (ℓp)E(p)oF and E(p)oF is a triangle matrix,

then we get that |Υr|up is a BK-space for p ≥ 1 from Theorem 4.3.2 of Wilansky [25].

Also, we should show the existence of a linear bijection between the spaces |Υr|up and
ℓp. For this, it is easy to see that the composite function E(p)oF is a linear bijective
operator, since F and E(p) are linear bijective operators. In fact, it is trivial that
x = θ whenever E(p)oF (x) = θ, then E(p)oF is injective. Also, to show surjective,
given z = (zn) ∈ ℓp. Then, if we get

y = (yn) = (Σn
k=1u

−1/q
k zk) ∈ (ℓp)E(p) ,

and define the sequence x = (xn) as

xn =
∑
k|n

µ
(
n
k

)
kr

Jr (n)
yk −

∑
k|n−1

µ
(
n−1
k

)
kr

Jr (n− 1)
yk for n ≥ 2 and x1 = y1

then, x = (xn) ∈ |Υr|up . Thus, we have z = E(p)oF (x), as asserted. Further, it
preserves the norm, since ∥∥E(p)oF (x)

∥∥
ℓp
= ∥x∥|Υr|up

.

Consequently, E(p)oF is a linear bijection and norm preserving, which completes the
proof.
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Lemma 2.2. [22]
a-) A = (ank) ∈ (ℓ1, c) if and only if

(2.7) lim
n

ank exists for each k ≥ 1

and

(2.8) sup
n,k

|ank| < ∞.

b-) A = (ank) ∈ (ℓ1, ℓ∞) if and only if (2.8) holds.
c-) Let 1 < p < ∞. A = (ank) ∈ (ℓp, c) if and only if (2.7) holds and

(2.9) sup
n

∞∑
k=1

|ank|q < ∞.

d-) Let 1 < p < ∞. A = (ank) ∈ (ℓp, ℓ∞) if and only if (2.9) holds.
e-) Let 1 < p < ∞. A = (ank) ∈ (ℓp, ℓ1) if and only if

sup
N∈N

∑
k

∣∣∣∣∣∑
n∈N

ank

∣∣∣∣∣
q

< ∞,

N denotes the family of all finite subsets of N.
Lemma 2.3. [11] Let 1 ≤ p < ∞. A = (ank) ∈ (ℓ1, ℓp) if and only if

sup
k

∞∑
n=1

|ank|p < ∞.

Using following notations and Lemmas 2.2-2.3, we state following theorem related
to α-, β- and γ-duals of the series space |Υr|up .

Λ1 =

{
a = (aj) ∈ ω : lim

m

(
m∑
j=v

j∑
k=v

aj f̂jk

)
exists, for v ≥ 1

}
,

Λ2 =

{
a = (aj) ∈ ω : sup

m,v

∣∣∣∣∣
m∑
j=v

j∑
k=v

aj f̂jk

∣∣∣∣∣ < ∞

}
,

Λ3 =

{
a = (aj) ∈ ω : sup

m

m∑
v=1

∣∣∣∣∣u−1/q
v

m∑
j=v

j∑
k=v

aj f̂jk

∣∣∣∣∣
q

< ∞

}
,

Λ4 =

{
a = (aj) ∈ ω : sup

j

∞∑
n=j

∣∣∣∣∣
n∑

k=j

anf̂nk

∣∣∣∣∣ < ∞

}
,

Λ5 =

{
a = (aj) ∈ ω : sup

N∈N

∑
j

∣∣∣∣∣u−1/q
j

∑
n∈N

n∑
k=j

anf̂nk

∣∣∣∣∣
q

< ∞

}
.

Theorem 2.4. Let F̂ =
(
f̂nk

)
be defined by (2.6). Then, we have:

a-)
(
|Υr|up

)β
= Λ1 ∩ Λ3 for 1 < p < ∞ and (|Υr|1)

β = Λ1 ∩ Λ2 for p = 1.

b-)
(
|Υr|up

)γ
= Λ3 for 1 < p < ∞ and (|Υr|1)

γ = Λ2 for p = 1.

c-)
(
|Υr|up

)α
= Λ5 for 1 < p < ∞ and (|Υr|1)

α = Λ4 for p = 1.
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Proof. a-) Let 1 < p < ∞. a = (aj) ∈
(
|Υr|up

)β
if and only if ax ∈ cs for every

x ∈ |Υr|up . Let y = F (x). Then, z ∈ ℓp, where zn = u
1/q
n (yn − yn−1) for n ≥ 1, y0 = 0,

and also we have yn =
∑n

k=1 u
−1/q
k zk. Since we have

xn =
n∑

k=1

f̂nkyk,

we obtain that

m∑
j=1

ajxj =
m∑
j=1

aj

j∑
k=1

f̂jkyk =
m∑
k=1

{
m∑
j=k

aj f̂jk

}
yk

=
m∑
v=1

u−1/q
v

(
m∑
j=v

j∑
k=v

aj f̂jk

)
zv =

m∑
v=1

hmvzv

where the matrix H = (hmv) is given by

(2.10) hmv =

 u
−1/q
v

m∑
j=v

j∑
k=v

aj f̂jk, 1 ≤ v ≤ m

0, v > m.

So it is written by part c) of Lemma 2.2 that a ∈
(
|Υr|up

)β
iff H ∈ (ℓp, c), or

equivalently, a ∈ Λ1 ∩ Λ3, which completes the proof.

Since the proof for p = 1 is similar by using part a) of Lemma 2.2, the desired
result is obtained.

b-) Let 1 < p < ∞. Then, a = (aj) ∈
(
|Υr|up

)γ
if and only if ax ∈ bs for every

x ∈ |Υr|up . Also, x ∈ |Υr|up iff z ∈ ℓp, where zn = u
1/q
n (yn − yn−1) , y0 = 0 and

yn =
∑n

j=1

(∑n
k=j
k|n

Jr(k)
nr

)
xj for n ≥ 1. Thus, since we have

m∑
j=1

ajxj =
m∑
v=1

hmvzv

where H = (hmv) is defined by (2.10), this implies that a ∈
(
|Υr|up

)γ
iff H ∈ (ℓp, ℓ∞) .

Hence, it follows from part d) of Lemma 2.2 that a ∈ Λ3 as asserted.
Since the proof for p = 1 is similar by using part b) of Lemma 2.2, we omit the

detail.

c-) Let 1 < p < ∞. Then, a ∈
(
|Υr|up

)α
if and only if ax ∈ ℓ1 for every x ∈ |Υr|up .

Then, we get

anxn = an

n∑
k=1

f̂nkyk = an

n∑
k=1

f̂nk

k∑
j=1

u
−1/q
j zj

= an

n∑
j=1

u
−1/q
j

n∑
k=j

f̂nkzj = δn (z)
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where δn = (δnj) is defined by

δnj = anu
−1/q
j

n∑
k=j

f̂nk.

So, ax ∈ ℓ1 for every x ∈ |Υr|up if and only if δ (z) ∈ ℓ1 for every z ∈ ℓp, or equivalently,

a ∈
(
|Υr|up

)α
iff δ ∈ (ℓp, ℓ1) , which gives a ∈ Λ5 from Lemma 2.2, as desired.

Since the proof for p = 1 is similar by using Lemma 2.3, we omit the detail.

Theorem 2.5. Let 1 ≤ p < ∞ , F̂ =
(
f̂nk

)
and τ (j) =

(
τ
(j)
v

)
be defined by (2.6)

and

τ (j)v =

 u
−1/q
j

v∑
k=j

f̂vk, j ≤ v

0, j > v

respectively. Then, the sequence
(
τ
(j)
v

)
is the Schauder base of the space |Υr|up .

Proof. It is known that the sequence
(
e(n)
)
is a Schauder base for the space ℓp,

where e(n) is a sequence with 1 in n-th place and zeros elsewhere. Because of the
transformation E(p) ◦ F defined in the proof of Theorem 2.1 is an isomorphism, the

inverse image
(
E(p) ◦ F

)−1
of
(
e(n)
)
is a Schauder basis for |Υr|up . In fact, if x ∈ |Υr|up ,

then there exists z ∈ ℓp such that z =
(
E(p) ◦ F

)
(x) , so we can deduce from Theorem

2.1 that ∥∥∥∥∥x−
m∑
j=1

xjτ
(j)

∥∥∥∥∥
|Υr|up

=

∥∥∥∥∥z −
m∑
j=1

zje
(j)

∥∥∥∥∥
ℓp

→ 0 as m → ∞,

where
(
E(p) ◦ F

)−1 (
e(j)
)
= τ (j), j ≥ 1. Furthermore, every x ∈ |Υr|up has an unique

representation of the form x =
∞∑
j=1

xjτ
(j).

3. Matrix Transformations Related to Space |Υr|up

In this section we give the characterizations of classes
(
|Υr|up , X

)
and

(
X, |Υr|up

)
,

where X is any given of classical sequence spaces ℓ∞, c, c0 and ℓ1. Also, we point out
that these characterizations reduce to results on absolute Euler totient series spaces
which are given recently by İlkhan and Hazar [6].

Lemma 3.1. [22]
a-) A = (ank) ∈ (ℓ1, c0) if and only if (2.8) holds and

(3.1) lim
n

ank = 0 for each k ≥ 1.

b-) Let 1 < p < ∞. A = (ank) ∈ (ℓp, c0) if and only if (2.9) and (3.1) hold.

Theorem 3.2. Let define the matrices F̂ = (f̂nj) and D = (dnj) with (2.6) and

dnj =
∞∑
v=j

anv

v∑
k=j

f̂vk

respectively, for all n, j ∈ N. Then, we have
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1. A = (ank) ∈ (|Υr|1 , ℓ∞) if and only if

(3.2) lim
m→∞

m∑
j=v

anj

j∑
k=v

f̂jk , exists for all n, v ∈ N,

(3.3) sup
m,v

∣∣∣∣∣
m∑
j=v

anj

j∑
k=v

f̂jk

∣∣∣∣∣ < ∞ for each n ∈ N,

(3.4) sup
n,j

|dnj| < ∞.

2. A = (ank) ∈ |Υr|1 , c) if and only if (3.2), (3.3) and (3.4) hold, and

lim
n→∞

dnj exists for each j ∈ N.

3. A = (ank) ∈ (|Υr|1 , c0) if and only if (3.2), (3.3) and (3.4) hold, and

lim
n→∞

dnj = 0 for each j ∈ N.

4. A = (ank) ∈ (|Υr|1 , ℓ1) if and only if (3.2) and (3.3) hold, and

sup
j

∑
n

|dnj| < ∞.

Proof. The proof is given only for the first case. The proofs in the other cases are
similar.

A ∈ (|Υr|1 , ℓ∞) if and only if Ax ∈ ℓ∞ for all x ∈ |Υr|1. Then the series
∑∞

k=0 ankxk

is convergent. So we have that (ank) ∈ (|Υr|1)β for each fixed n ∈ N. By Theorem 2.4
, we obtain that

lim
m→∞

m∑
j=v

anj

j∑
k=v

f̂jk

exists for each n, v ∈ N and

sup
m,v

∣∣∣∣∣
m∑
j=v

anj

j∑
k=v

f̂jk

∣∣∣∣∣ < ∞ for each n ∈ N.

That is, (3.2) and (3.3) hold. Now, to prove the necessity and sufficiency of (3.4),
let x ∈ |Υr|1 and consider the linear operator E(1) ◦ F : |Υr|1 → ℓ1. Let y = Fx
and z = ∆y = (E(1) ◦ F )x for any x ∈ |Υr|1. Then we have yn =

∑n
j=1 zj and
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xv =
v∑

k=1

f̂vkyk. Hence we can write that

m∑
v=1

anvxv =
m∑
v=1

anv

v∑
k=1

f̂vkyk =
m∑
v=1

anv

v∑
k=1

f̂vk

k∑
j=1

zj

=
m∑
v=1

anv

v∑
j=1

v∑
k=j

f̂vkzj

=
m∑
j=1

(
m∑
v=j

anv

v∑
k=j

f̂vk

)
zj

=
m∑
j=1

d
(n)
mjzj = D(n)

m (z)

where D
(n)
m =

(
d
(n)
mj

)
is defined by

d
(n)
mj =

{ ∑m
v=j anv

∑v
k=j f̂vk , 1 ≤ j ≤ m

0 , j > m

for each n ∈ N. Also, it follows from (3.2) and (3.3) that D
(n)
m = (d

(n)
mj) ∈ (ℓ1, c). Then

the series D
(n)
m (z) =

∑∞
j=1 d

(n)
mjzj converges uniformly in m for all z ∈ ℓ1 and so it can

be written that limm→∞D
(n)
m (z) =

∑∞
j=1 limm→∞ d

(n)
mjzj. Thus, we obtain that

An(x) = lim
m→∞

D(n)
m (z) =

∞∑
j=1

( lim
m→∞

d
(n)
mj)zj =

∞∑
j=1

dnjzj = Dn(z),

where dnj = limm→∞ d
(n)
mj .

This yields that Ax ∈ ℓ∞ for x ∈ |Υr|1 if and only if Dz ∈ ℓ∞ for z ∈ ℓ1. We
conclude that A ∈ (|Υr|1 , ℓ∞) if and only if (3.2) and (3.3) hold and also D ∈ (ℓ1, ℓ∞)
which means (3.4). This completes the proof.

If we take r = 1 in the Theorem 3.2, we have that this characterization reduces
result in the [6].

Theorem 3.3. Let 1 < p < ∞ and define the matrices F̂ = (f̂nj) and Dp = (dpnj)
with (2.6) and

dpnj = u
−1/q
j lim

m→∞

m∑
v=j

anv

v∑
k=j

f̂vk,

respectively, for all n, j ∈ N.
1. A = (ank) ∈ (|Υr|up , ℓ∞) if and only if (3.2) holds and

(3.5) sup
m

m∑
v=1

∣∣∣∣∣u−1/q
v

m∑
j=v

anj

j∑
k=v

f̂jk

∣∣∣∣∣
q

< ∞ for each n ∈ N,

(3.6) sup
n

∞∑
j=1

∣∣dpnj∣∣q < ∞.
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2. A = (ank) ∈ (| |Υr|up , c) if and only if (3.2), (3.5) and (3.6) hold, and

lim
n→∞

dpnj exists for each j ∈ N.

3. A = (ank) ∈ (|Υr|up , c0) if and only if (3.2), (3.5) and (3.6) hold, and

lim
n→∞

dpnj = 0 for each j ∈ N.

4. A = (ank) ∈ (|Υr|up , ℓ1) if and only if (3.2) and (3.5) hold, and

sup
N∈N

∑
j

∣∣∣∣∣∑
n∈N

dpnj

∣∣∣∣∣
q

< ∞.

Proof. The proof is given only for the first case. The proofs in the other cases are
similar.

A ∈ (|Υr|up , ℓ∞) if and only if Ax ∈ ℓ∞ for all x ∈ |Υr|up . Then, the series∑∞
k=1 ankxk is convergent. So, we have that (ank) ∈ (|Υr|up)β for each fixed n ∈ N.

From Theorem 2.4, we can see that (3.2) holds and

sup
m

m∑
v=1

∣∣∣∣∣u−1/q
v

m∑
j=v

anj

j∑
k=v

f̂jk

∣∣∣∣∣
q

< ∞

for each n ∈ N, which says that (3.5) holds.
Now, to prove the necessity and sufficiency of (3.6), let x ∈ |Υr|up and consider the

linear operator E(p)◦F : |Υr|up → ℓp defined by (E(p)◦F )n(x) = u
1/q
n (Fn(x)−Fn−1(x)),

n ≥ 1 and F0(x) = 0. Let y = Fx and z = (E(p) ◦ F )x for any x ∈ |Υr|up . Then we

have yk =
∑k

j=1 u
−1/q
j zj and xv =

v∑
k=1

f̂vkyk. Hence we can write that

m∑
v=1

anvxv =
m∑
v=1

anv

v∑
k=1

f̂vkyk =
m∑
v=1

anv

v∑
k=1

f̂vk

k∑
j=1

u
−1/q
j zj

=
m∑
v=1

anv

v∑
j=1

v∑
k=j

f̂vku
−1/q
j zj

=
m∑
j=1

(
u
−1/q
j

m∑
v=j

anv

v∑
k=j

f̂vk

)
zj

=
m∑
j=1

d
(n)
mjzj = D(n)

m (z)

where D
(n)
m =

(
d
(n)
mj

)
is defined by

d
(n)
mj =

{
u
−1/q
j

∑m
v=j anv

∑v
k=j f̂vk , 1 ≤ j ≤ m

0 , j > m

for each n ∈ N. Also, it follows from (3.2) and (3.5) that D
(n)
m = (d

(n)
mj) ∈ (ℓp, c). Then

the series D
(n)
m (z) =

∑∞
j=1 d

(n)
mjzj converges uniformly in m for all z ∈ ℓp and so it can
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be written that limm→∞D
(n)
m (z) =

∑∞
j=1 limm→∞ d

(n)
mjzj. Thus, we obtain that

An(x) = lim
m→∞

D(n)
m (z) =

∞∑
j=1

( lim
m→∞

d
(n)
mj)zj =

∞∑
j=1

d
(p)
nj zj = D(p)

n (z),

where d
(p)
nj = limm→∞ d

(n)
mj .

This yields that Ax ∈ ℓ∞ for x ∈ |Υr|up if and only if D(p)z ∈ ℓ∞ for z ∈ ℓp.

We conclude that A ∈ (|Υr|up , ℓ∞) if and only if (3.2) and (3.5) hold and also D(p) ∈
(ℓp, ℓ∞) which means (3.6). This completes the proof.

If we take r = 1 in the Theorem 3.3, we have that this characterization reduces
result in the [6].

Now, we give the characterizations of the matrix classes from the classical spaces
ℓ∞, c, c0 and ℓ1 to the spaces |Υr|up for 1 ≤ p < ∞. We need the following lemma to
prove our results.

Lemma 3.4. [22]

a) A = (ank) ∈ (ℓ∞, ℓ1) = (c, ℓ1) = (c0, ℓ1) if and only if

sup
K∈N

∞∑
n=1

∣∣∣∣∣∑
k∈K

ank

∣∣∣∣∣ < ∞.

b) Let p > 1. A = (ank) ∈ (ℓ∞, ℓp) = (c, ℓp) = (c0, ℓp) if and only if

sup
K∈N

∞∑
n=1

∣∣∣∣∣∑
k∈K

ank

∣∣∣∣∣
p

< ∞.

Theorem 3.5. Let A = (ank) be an infinite matrix. Then we have:

1. A ∈ (ℓ∞, |Υr|1) = (c, |Υr|1) = (c0, |Υr|1) if and only if

sup
K∈N

∞∑
n=1

∣∣∣∣∣∣
∑
v∈K


n∑

k=1

 n∑
j=k,j|n

Jr (j)

nr
−

n−1∑
j=k,j|n−1

Jr (j)

(n− 1)r

 akv


∣∣∣∣∣∣ < ∞.

2. A ∈ (ℓ1, |Υr|1) if and only if

sup
v

∞∑
n=1

∣∣∣∣∣∣
n∑

k=1

 n∑
j=k,j|n

Jr (j)

nr
−

n−1∑
j=k,j|n−1

Jr (j)

(n− 1)r

 akv

∣∣∣∣∣∣ < ∞.

Proof. The proof is given only for the matrix class (ℓ∞, |Υr|1). One can see that
the proof of the other cases are similarly. Consider the matrix H1 = (h1

nv) defined as

h1
nv =

n∑
k=1

 n∑
j=k,j|n

Jr (j)

nr
−

n−1∑
j=k,j|n−1

Jr (j)

(n− 1)r

 akv
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for n ≥ 2 and h1
nv =

∑n
k=1

∑n
j=k,j|n

Jr(j)
nr akv for n = 1. Let x = (xn) ∈ ℓ∞. Further, we

have the following equality:

∞∑
v=1

h1
nvxv =

∞∑
v=1

 n∑
k=1

 n∑
j=k,j|n

Jr (j)

nr
−

n−1∑
j=k,j|n−1

Jr (j)

(n− 1)r

 akv

xv

=
n∑

k=1

∞∑
v=1

akvxv

n∑
j=k,j|n

Jr (j)

nr
−

n−1∑
k=1

∞∑
v=1

akvxv

n−1∑
j=k,j|n−1

Jr (j)

(n− 1)r

= Fn(Ax)− Fn−1(Ax)

for n ≥ 1 and F0(Ax) = 0.
This implies that H1

n(x) = (E(1) ◦ F )n(Ax) for all n ∈ N. Hence, it follows that
Ax ∈ |Υr|1 for any x ∈ ℓ∞ if and only if H1x ∈ ℓ1 for any x ∈ ℓ∞.

Since we have H1 ∈ (ℓ∞, ℓ1), we conclude that

sup
K∈N

∞∑
n=1

∣∣∣∣∣∣
∑
v∈K


n∑

k=1

 n∑
j=k,j|n

Jr (j)

nr
−

n−1∑
j=k,j|n−1

Jr (j)

(n− 1)r

 akv


∣∣∣∣∣∣ < ∞.

Theorem 3.6. Let A = (ank) be an infinite matrix and 1 < p < ∞.

1. A ∈ (ℓ∞, |Υr|up) = (c, |Υr|up) = (c0, |Υr|up) if and only if

sup
K∈N

∞∑
n=1

∣∣∣∣∣∣
∑
v∈K


n∑

k=1

u1/q
n

 n∑
j=k,j|n

Jr (j)

nr
−

n−1∑
j=k,j|n−1

Jr (j)

(n− 1)r

 akv


∣∣∣∣∣∣
p

< ∞.

2. A ∈ (ℓ1, |Υr|up) if and only if

sup
v

∞∑
n=1

∣∣∣∣∣∣
n∑

k=1

u1/q
n

 n∑
j=k,j|n

Jr (j)

nr
−

n−1∑
j=k,j|n−1

Jr (j)

(n− 1)r

 akv

∣∣∣∣∣∣
p

< ∞.

Proof. The proof is given only for the matrix class (ℓ1, |Υr|up) since the other cases

can be proved similarly. Let p > 1. Consider the matrix Hp = (hp
nk) defined as

hp
nv =

n∑
k=1

u1/q
n

 n∑
j=k,j|n

Jr (j)

nr
−

n−1∑
j=k,j|n−1

Jr (j)

(n− 1)r

 akv

for n ≥ 2 and hp
nv = u

1/q
n

∑n
k=1

∑n
j=k,j|n

Jr(j)
nr akv for n = 1. Let x = (xn) ∈ ℓ1. We

obtain the following equality:

∞∑
v=1

hp
nvxv =

∞∑
v=1

 n∑
k=1

u1/q
n

 n∑
j=k,j|n

Jr (j)

nr
−

n−1∑
j=k,j|n−1

Jr (j)

(n− 1)r

 akv

xv

= u1/q
n

 n∑
k=1

∞∑
v=1

akvxv

n∑
j=k,j|n

Jr (j)

nr
−

n−1∑
k=1

∞∑
v=1

akvxv

n−1∑
j=k,j|n−1

Jr (j)

(n− 1)r


= u1/q

n (Fn(Ax)− Fn−1(Ax)) ,
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for n ≥ 1 and F0(Ax) = 0.
This implies that Hp

n(x) = (E(p) ◦ F )n(Ax) for all n ∈ N. Hence, it follows that
Ax ∈ |Υr|up for any x ∈ ℓ1 if and only if Hpx ∈ ℓp for any x ∈ ℓ1. Since we have

Hp ∈ (ℓ1, ℓp),we conclude that

sup
v

∞∑
n=1

∣∣∣∣∣∣
n∑

k=1

u1/q
n

 n∑
j=k,j|n

Jr (j)

nr
−

n−1∑
j=k,j|n−1

Jr (j)

(n− 1)r

 akv

∣∣∣∣∣∣
p

< ∞.

Conclusions

Summability theory deals with generalizing the concept of convergence of sequence
or series by assigning a limit for non-convergent sequence or series. In order to do
so, infinite triangular special matrices are used. Matrices corresponding to arithmetic
functions in number theory have been widely used to construct these triangular ma-
trices. The most well-known arithmetic functions corresponding to these triangular
matrices are Jordan totient and Euler totient functions. In this paper, a new Banach
series space |Υr|up is defined by using concept of the Jordan totient matrix operator

and absolute summability. Also, some topological properties of the space |Υr|up are
given and α-, β- and γ- duals of this space are computed. The characterizations of
matrix transformations in the related spaces are presented. By using the new series
space defined the Jordan totient matrix, many impressive results can be obtained in
the theory of series spaces and matrix transformations.
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matrix transformations, Muğla J. Sci. Technol. 6 (1) (2020), 112–119.
https://dx.doi.org/10.22531/muglajsci.727517
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