
Ⅰ. Introduction

Online reviews have become essential for decision 
making by consumers. According to a consumer sur-
vey conducted by BrightLocal (2022), 77% of consum-
ers always or regularly read online reviews before 
making purchase decisions in 2021. Information 

overload occurs as the volume of reviews increases 
(Mudambi and Schuff, 2010; Park and Lee, 2008). 
To enable consumers to efficiently identify reviews 
that are worth reading, a number of e-commerce 
platforms have adopted voting systems through 
which consumers can evaluate the helpfulness of 
reviews. Helpful votes enable consumers to better 
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understand the quality and performance of a product 
or service, influencing their attitudes and purchase 
decisions (Jiang and Benbasat, 2007; Xie et al., 2011).

Exploring predictors of review helpfulness has con-
tinuously gained attention from academic researchers 
and practitioners. Previous studies have revealed that 
review helpfulness can be affected by characteristics 
of reviews, reviewers, and products/services, such 
as review emotions (Ahmad and Laroche, 2015; Ren 
and Hong, 2019; Wang et al., 2019), reviewer expertise 
(Filieri et al., 2018; Ghose and Ineirotis, 2010; Weiss 
et al., 2008), and product type (Mudambi and Schuff, 
2010; Pan and Zhang, 2011; Racherla and Friske, 
2012). In the travel and tourism industry, several 
hotel-related variables such as photos of the hotel, 
the number of rooms in the hotel, and the location 
were further investigated (Filieri et al., 2021; Filieri 
et al., 2018; Rhee and Yang, 2015). 

Recent studies focused on the influence of feelings 
or emotional states included in reviews by measuring 
review sentiment, which is featured with one-dimen-
sional valence (i.e., polarity: positive vs. negative) 
(Baek et al., 2012; Chua and Banerjee, 2016; Lee 
et al., 2017; Pan and Zhang, 2011; Peng et al., 2014; 
Yang et al., 2020). In particular, most of the prior 
studies in the hotel industry have investigated the 
sentiment scores of hotel attributes such as location, 
meal, and service, without relating them to review 
helpfulness (Chen et al., 2022; Khotimah and Sarno, 
2019). However, such valence-based approaches have 
been challenged since they not appropriate for discov-
ering the effects of multi-dimensional emotions em-
bedded in reviews. People-to-people service experi-
ence may have impact on consumers’ different 
emotions. For instance, the consumer might feel hap-
py due to the service recovery whereas the other 
might feel angry and even disgust when the service 
recovery fails. The emotional cues in reviews could 

transfer to the mood or attitude of a reader, resulting 
in evaluating review helpfulness (Ludwig et al., 2013; 
Wang et al., 2019). Thus, examining the impacts 
of multiple emotions on decision making has been 
an emerging trend (Ahmad and Laroche, 2015; Shah 
and Lee, 2022; Wang et al., 2019). To the best of 
our knowledge, there is a lack of research compre-
hensively addressing the differential effects of positive 
and negative emotions. Furthermore, the methods 
used to identify emotions in online reviews in the 
previous studies were primarily dictionary-based, and 
therefore unable to detect negative emotions. Such 
methods also suffer from out-to-date vocabulary 
coverage. With the help of advanced text mining 
techniques, it has become possible to identify more 
features embedded in review texts (Fan, 2021). 
Therefore, we suggest a novel method to measure 
emotions by applying a transfer learning model for 
emotion analysis. This model can capture emotions 
from reviews even though they are implicitly ex-
pressed without using specific emotional words.

In this study, we investigate the differential effects 
of six discrete positive and negative emotions (i.e., 
anger, disgust, fear, joy, sadness, and surprise) on 
review helpfulness based on Ekman’s basic emotion 
theory (1992). By constructing machine learning 
based emotion classifiers, six emotions are extracted 
from reviews and used when measuring discrete emo-
tion variables as predictors of review helpfulness. 
Second, we predict that the impacts of specific emo-
tions are moderated by hotel classification, referring 
to previous findings that hotel classification affects 
consumer assessments (Filieri et al., 2018; Filieri et 
al., 2021; Silva, 2015). Moderating effects regarding 
relationships between specific emotions and review 
helpfulness remain unexplored (Filieri et al., 2018; 
Karimi and Wang, 2017). Thus, this study may aid 
understanding the inconclusive results of previous 
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research.
Our study makes several contributions to the 

literature. First, we devise a new method to measure 
discrete emotions embedded in reviews by employing 
a transfer learning model. We could capture con-
textually expressed emotions more precisely, which 
is impossible through the traditional dictionary-based 
approach. Second, we provide a new insight by vali-
dating the effect of the hotel star-classification as 
a moderator in the relationship between emotional 
content and review helpfulness. Third, this study 
extends the current understandings of the nuance 
between discrete emotions in review evaluations. The 
results of this study may allow hotel managers and 
online vendors to readily identify helpful reviews.

The rest of the paper is organized as follows. 
Relevant studies are described in Section 2, focusing 
on review helpfulness, theories of emotions, and hotel 
classification. Section 3 presents the research model 
and our research hypotheses. Section 4 describes our 
methodology including data collection, data process-
ing introducing a new emotion assessment method, 
variable operationalization, and statistical analysis. 
In Section 5, we report our empirical results. 
Conclusions regarding findings, limitations, and fu-
ture research directions are presented in Section 6.

Ⅱ. Conceptual Background

2.1. Discrete Emotions

Emotions refer to valenced feeling states represent-
ing evaluative reactions to events, agents or objects 
(Kim and Gupta, 2012). To define emotions more 
precisely, Ekman (1992) stated that six basic emotions 
(i.e., anger, disgust, fear, joy, sadness, and surprise) 
can be experienced separately but are universally rec-

ognized, and constitute fundamental elements that 
combine to form compound emotions. We chose 
these six emotions as the subject of this study, as 
the origin of the theory is firmly grounded and widely 
accepted by psychological studies. The theory also 
takes into account various negative emotions as well 
as positive emotions. Several studies have con-
centrated on negative emotional content (Craciun 
et al., 2020; Li et al., 2020; Ren and Hong, 2019; 
Yin et al., 2014) because negative information usually 
plays a greater role than positive information in con-
sumer decision making, as suggested by the negativity 
bias effect (Rozin and Royzman, 2001). 

Westbrook and Oliver (1991) further defined con-
sumption emotions as emotional responses elicited 
during shopping experiences, and theories of emo-
tions began to be widely used to interpret message 
senders’ feelings and receivers’ responses in in-
formation systems and marketing studies (Craciun 
et al., 2020; Ren and Hong, 2019). According to 
the cognitive appraisal theory of emotions (CAT), 
distinct emotions can be differentiated based on sev-
eral appraisal dimensions (e.g., valence, certainty, 
personal/situational control) that relate to events that 
evoked the corresponding emotion (Lazarus, 1991; 
Smith and Ellsworth, 1985). These dimensions were 
discovered to be closely associated with discrete con-
sumption emotions (Lerner and Keltner, 2001). For 
instance, certainty and control are key dimensions 
that separate anger from fear, even though they belong 
to the same valence (negative) of emotions. Anger 
is associated with certainty about events and in-
dividual control for negative events, while fear is 
characterized by uncertainty and situational control.

Several scholars have proved that same valence 
emotions can have contrary impacts on review help-
fulness while different valence emotions may have 
the same effects, based on the cognitive appraisal 
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theory of emotions. Yin et al. (2014) explored the 
differential effects of two negative emotions, anger 
and anxiety, and found that anxiety-embedded re-
views are perceived to be more helpful than an-
ger-embedded reviews. Ren and Hong (2019) studied 
three negative emotions (i.e., anger, fear, and sadness) 
and confirmed that fear has a positive effect upon 
review helpfulness while anger and sadness have neg-
ative effects.

As of yet, only a few studies have comprehensively 
addressed the effects of both positive and negative 
emotions (Ahmad and Laroche, 2015; Shah and Lee, 
2022; Wang et al., 2019). These studies demonstrated 
contrasting findings, possibly due to differences in 
specific conditions and contexts of reviews (Pan and 
Zhang, 2011) since the studies examined reviews of 
kitchen appliances (Ahmad and Laroche, 2015), res-
taurants (Wang et al., 2019), and physicians (Shah 
and Lee, 2022). Our study contributes to this research 
field by examining how positive and negative emo-
tions affect review helpfulness in the context of hotel 
reviews.

For the extraction of emotions embedded in re-
views, prior studies (Ren and Hong, 2019; Shah and 
Lee, 2022; Wang et al., 2019; Yin et al., 2014) used 
a dictionary-based approach. In this approach, re-
searchers usually count numbers of emotional words 
based on predefined dictionaries such as the National 
Research Council (NRC) emotion lexicon 
(Mohammad and Turney, 2010). The approach may 
not appropriately capture emotions in some cases 
because it cannot detect negative emotions. For exam-
ple, although the sentence “I am not satisfied” ex-
presses a negative emotion, the dictionary-based ap-
proach will recognize the positive word “satisfied” 
and be unable to capture the meaning of “not”. In 
contrast, in this study we newly propose a transfer 
learning-based approach to extract emotions that can 

detect emotions not only explicitly but implicitly em-
bedded in the context of reviews by generating con-
text-dependent word embeddings, addressing the 
limitations of dictionary-based methods.

2.2. Review Helpfulness

Review helpfulness is defined as the subjective 
assessment of review quality by others, which is 
adopted as perceived diagnosticity (Cao et al., 2011; 
Mudambi and Schuff, 2010). To address the issue 
of information overload arising in online reviews 
(Filieri et al., 2021; Mudambi and Schuff, 2010), 
many online platforms (e.g., TripAdvisor.com, 
Amazon.com, Yelp.com) assess the perceived value 
of reviews by allowing consumers to vote on 
helpfulness. “Helpful” votes are expected to support 
the consumer decision-making process, affect pur-
chase intentions, and enhance the value of business 
platforms (Filieri, 2015; Otterbacher, 2009; Wang et 
al., 2019). 

A growing number of studies in various domains 
including the travel and tourism industry have inves-
tigated the antecedents of review helpfulness over 
the past two decades. They have discovered that a 
variety of review, reviewer, and product/service char-
acteristics affect review helpfulness, emphasizing that 
it is a multi-faceted concept (Huang et al., 2015; 
Wang et al., 2019). Regarding review features, re-
searchers have studied review rating/extremity 
(Filieri et al., 2018; Liu and Park, 2015; Mudambi 
and Schuff, 2010; Ren and Hong, 2019; Zhou et al., 
2020), length (Baek et al., 2012; Huang et al., 2015; 
Liu and Park, 2015; Mudambi and Schuff, 2010; Ren 
and Hong, 2019), valence/sentiment (Baek et al., 2012; 
Chua and Banerjee, 2016; Lee et al., 2017; Pan and 
Zhang, 2011; Peng et al., 2014; Racherla and Friske, 
2012; Salehan and Kim, 2016; Yang et al., 2021), 
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emotions (Ahmad and Laroche, 2015; Ren and Hong, 
2019; Shah and Lee, 2022; Wang et al., 2019; Yin 
et al., 2014), and photos (Filieri et al., 2021; Filieri 
et al., 2018; Lin et al., 2012; Ma et al., 2018). Reviewer 
features involve reviewer expertise (Filieri et al., 2018; 
Ghose and Ipeirotis, 2010; Lee et al., 2017; Weiss 
et al., 2008), gender (Craciun and Moore, 2019), 
and identity disclosure (Liu and Park, 2015; Racherla 
and Friske, 2012). With regard to product/service 
characteristics, product type (Pan and Zhang, 2011; 
Racherla and Friske, 2012; Mudambi and Schuff, 
2010), price (Baek et al., 2012; Zhu et al., 2014), 
and total review count (Baek et al., 2012; Craciun 
et al., 2020; Pan and Zhang, 2011; Wang et al., 2019; 
Zhu et al., 2014) have been studied.

Most existing studies, which explored emotions 
embedded in the online reviews, adopted a simple 
positive-negative continuum to map emotions (Baek 
et al., 2012; Chua and Banerjee, 2016; Garcia and 
Schweitzer, 2011; Lee et al., 2017; Pan and Zhang, 
2011; Peng et al., 2014; Yin et al., 2017; Zhou and 
Guo, 2017). However, such valence-based approach 
to measuring emotions has been criticized for its 
lack of ability to catch nuances between emotions 
that differ little in terms of valence (Fan, 2021; 
Fontaine et al., 2007; Yin et al., 2014). To capture 
the subtleties of emotions in order to truly understand 
consumer reviews, there is a growing emphasis on 
the study of the differential effects of discrete emo-
tions (Craciun et al., 2020; Fan, 2021). Recent ad-
vances in natural language processing and text mining 
techniques allow researchers to extract numerous 
emotional dimensions. This study contributes to this 
line of research by analyzing the relationship between 
review helpfulness and specific emotions extracted 
from reviews using transfer learning methods.

2.3. Hotel Star-classification

Hotel classification sorts a variety of accom-
modations into categories using stars, crowns, or 
flowers (Callan, 1998). It is used to support consumers 
and to raise or lower their expectations of hotel attrib-
utes (Rhee and Yang, 2015). Each country employs 
different classification criteria. For instance, the star 
ratings in many European countries are managed 
by designated government agencies or private 
organizations. The U.S. maintains various classi-
fication systems, with the most highly recognized 
assessments among being Forbes travel guide hotel 
ratings and American Automobile Association’s 
Diamond ratings. This study is based on the Forbes 
and AAA systems since they are used by TripAdvisor, 
a website that is the source of our experimental data. 

Prior studies of determinants of review helpfulness 
have explored the moderating role of product type, 
i.e., experience vs. search (Chua and Banerjee, 2016; 
Mudambi and Schuff, 2010; Racherla and Friske, 
2012; Ren and Hong, 2019). Shah and Lee (2022) 
demonstrated that disease severity moderates the as-
sociations between positive or negative emotions and 
perceived review helpfulness. However, research ef-
forts are still necessary to discover moderators affect-
ing the relationships between emotions and review 
helpfulness. The current research focuses on the mod-
erating effect of hotel star-classification, which has 
been shown to be influential on consumer assessment 
(Filieri et al., 2021; Filieri et al., 2018; Silva, 2015). 
We explored how the impacts of discrete emotions 
on review helpfulness vary depending on the hotel 
star-rating, i.e., high vs. low, which has not been 
addressed by earlier research.

2.4. Emotion Analysis

Emotion analysis aims to identify multiple emo-
tional dimensions like anger, fear, joy, and sadness 
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specifically through content expression, which is dif-
ferent from sentiment analysis where only positive, 
neutral, or negative feelings are detected (Hu et al., 
2021). As stated in Section 2.2, unlike sentiment anal-
ysis, emotion analysis can recognize the nuances be-
tween a variety of emotions even when they are 
slightly different from each other with regard to va-
lence (Fan, 2021; Fontaine et al., 2007; Yin et al., 
2014). 

There are several methods of emotion analysis. 
First, dictionary-based or lexicon-based methods use 
predefined dictionaries of emotional words, such as 
the NRC emotion lexicon (Mohammad and Turney, 
2010) or LIWC dictionary (Pennebaker et al., 2015), 
and matches words with data to detect emotions. 
Most previous literature on the effect of emotions 
on perceived review helpfulness adopted these meth-
ods to measure emotion variables (Ren and Hong, 
2019; Shah and Lee, 2022; Wang et al., 2019; Yin 
et al., 2014). However, this approach has trouble 
dealing with negators that reverse contextual meaning 
(Hardeniya and Borikar, 2016). For example, in the 
case “the staff were not friendly at all,” only the 
joyful emotion would be detected through the dic-
tionary-based method due to presence of the word 
“friendly,” ignoring the meaning of the negator “not.” 
Furthermore, dictionary-based methods suffer from 
the problem of word sense disambiguation, which 
refers to the process of distinguishing syntactically 
or semantically different meanings of a word 
(Hardeniya and Borikar, 2016). For instance, al-
though the word “love” has various senses like “feeling 
of affection,” “person someone loves,” or “score of 
zero in tennis,” such methods consider the word 
“love” to have the same meaning in every text.

On the other hand, machine learning methods 
depend on algorithms derived from training data 
that utilize linguistic features derived from texts 

(Provost and Kohavi, 1998), thus having the ability 
to overcome problems of dictionary-based approaches. 
Recent machine learning research focuses on deep 
learning algorithms such as Convolutional Neural 
Network (CNN) and Recurrent Neural Network 
(RNN) algorithms, which are based on artificial neu-
ral networks that are fed with input data and auto-
matically find word representation necessary for a 
corresponding task, which in our study is emotion 
analysis (Janiesch et al., 2021). No prior studies on 
the impact of emotions on review helpfulness have 
attempted to operationalize emotion variables with 
machine learning or deep learning approaches.

In this study we employed transfer learning mod-
els, which are considered the most advanced archi-
tecture used in deep learning models today. Transfer 
learning achieves performance improvement by 
transferring knowledge learned from the source do-
main to the target domain (Tan et al., 2018). We 
specifically applied three learning models - RoBERTa 
(a Robustly Optimized BERT pre-training Approach; 
Liu et al., 2019), DistilBert (a distilled version of 
BERT; Sanh et al., 2019), ELECTRA (Efficiently 
Learning an Encoder that Classifies Token 
Replacements Accurately; Clark et al., 2020), each 
of which was pre-trained on a large amount of differ-
ent data to generate word embeddings. Several emo-
tion classifiers were constructed based on those learn-
ing models by training them on the corpus. We then 
compared their performances to find the emotion 
classifier offering the best performance. The classifier 
of the best performance was applied to the review 
texts to detect emotions explicitly or implicitly em-
bedded in the review context. Finally, the emotions 
were used as independent variables of our research 
model to be statistically analyzed.
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Ⅲ. Research Model and Hypotheses

The main objective of this research is to explore 
how positive and negative emotions influence per-
ceived review helpfulness. As summarized in Section 
2.2, CAT indicates that six discrete emotions (i.e., 
anger, disgust, fear, joy, sadness, and surprise) may 
have dissimilar impacts on information processing 
and decision making, as they are associated with 
different appraisal dimensions (Lazarus, 1991; Smith 
and Ellsworth, 1985). According to CAT, anger is 
characterized by high certainty and great in-
dividual/situational control (Smith and Ellsworth, 
1985). Information with higher certainty and con-
fidence is recognized as useful than more ambiguous 
information (Sniezek and Van Swol, 2001). 
Furthermore, anger promotes deeper information 
processing and angry individuals dedicate more effort 
to reading messages (Nabi, 2002). Previous research 
has also found that anger-embedded reviews have 
positive impacts on readers’ assessments of review 
helpfulness in the context of consuming experience 
goods (Li et al., 2020; Wang et al., 2019). Consequently, 
we assume that anger has a positive impact on review 
helpfulness.

Fear and surprise, in situations where other shop-
ping options are available, facilitate systematic in-
formation processing when perceiving high risk in 
CAT (Ferrer et al., 2016; Lazarus, 1991; Smith and 
Ellsworth, 1985). Especially, fear-embedded messages 
are likely to evoke fear and facilitate readers to accept 
opinions which emphasize the possible detrimental 
consequences (Dillard et al., 1996). Consistent with 
previous findings (Shah and Lee, 2022; Wang et al., 
2019), we hypothesize that the impacts of fear and 
surprise on perceived review helpfulness are positive.

In contrast with fear and surprise, disgust is asso-
ciated with heuristic processing and decreased valu-

ation of reward based on CAT (Lazarus, 1991; Smith 
and Ellsworth, 1985). It is found to insignificantly 
affect the delivery of online content (Berger and 
Milkman, 2012), and less likely to persuade readers 
to accept opinions. Accordingly, we assume the neg-
ative impact of disgust on review helpfulness.

Finally, joy and sadness elicited by the con-
sumption of experience goods are possibly ex-
aggerated, since extremely emotional reviews are per-
ceived as fictitious (Banerjee et al., 2017; Xie et al., 
2011). Sad individuals even tend to have trouble mak-
ing rational decisions (Tiedens and Linton, 2001). 
Messages incorporating joy or sadness accordingly 
may lack comprehensive and detailed assessments 
of goods. We thus argue that joy and sadness have 
detrimental effects on review helpfulness. Hence, we 
propose the following hypotheses:

H1: Anger embedded in a review has a positive effect 
on perceived review helpfulness.

H2: Disgust embedded in a review has a negative 
effect on perceived review helpfulness.

H3: Fear embedded in a review has a positive effect 
on perceived review helpfulness. 

H4: Joy embedded in a review has a negative effect 
on perceived review helpfulness.

H5: Sadness embedded in a review has a negative 
effect on perceived review helpfulness.

H6: Surprise embedded in a review has a positive 
effect on perceived review helpfulness.

Another important aim of this study is to examine 
the moderating effect of hotel star-classification on 
the relationships between emotions and review 
helpfulness. Anger and sadness in reviews tend to 
lead to extreme scores, and reviews with extreme 
ratings are considered more helpful than those with 
moderate ratings for low-quality goods and low-rated 
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services (Shah and Lee, 2022; Yan et al., 2020). 
Extreme hotel reviews are more likely to be voted 
as helpful, working as reference points (Filieri et 
al., 2018). Thus, reviews incorporating anger or sad-
ness are recognized as more helpful for low-rated 
hotels than high-rated hotel.

With regard to the rest of the emotions, we for-
mulated hypotheses based on expectation-confirmation 
theory (Oliver, 1980). This theory proposes that con-
sumers create expectations about product or service 
performance based on information they obtain. If 
the service performance is better than expected, con-
sumers will be pleased and surprised. However, if 
the performance falls short of expectations, consum-
ers will be discontented. Drawing upon the expect-
ation-confirmation theory, we anticipate that the ho-
tel star-rating moderates the impact of individual 
emotions on the review helpfulness. Specifically, as 
consumers have high expectations for high-rated ho-
tels, they may not expect reviews with negative emo-
tions (i.e., disgust and fear) and thus be more affected 
by them. On the contrary, consumers form low ex-
pectations of low-rated hotels and will be more af-
fected by reviews incorporating positive emotions 
(i.e., joy and surprise). Therefore, we propose the 
following hypotheses:

H7: Hotel star-classification moderates the relation-
ship between discrete emotions and review help-
fulness in the following way.

H7a: Hotel star-classification negatively moderates 
the relationship between anger and review 
helpfulness.

H7b: Hotel star-classification positively moderates 
the relationship between disgust and review 
helpfulness.

H7c: Hotel star-classification positively moderates 
the relationship between fear and review 

helpfulness.
H7d: Hotel star-classification negatively moderates 

the relationship between joy and review 
helpfulness.

H7e: Hotel star-classification negatively moderates 
the relationship between sadness and review 
helpfulness.

H7f: Hotel star-classification negatively moderates 
the relationship between surprise and review 
helpfulness.

<Figure 1> presents the research framework pro-
posed in this study. 

Ⅳ. Methodology

The research methodology consists of data collec-
tion followed by data preprocessing, emotion analysis, 
and statistical analysis, as depicted in <Figure 2>.

4.1. Data Collection and Preprocessing

First, we collected online reviews from 
TripAdvisor.com, concentrating on reviews of hotels 
located in New York City. New York City is consid-
ered a world mecca of entertainment and business 
and has been selected as the subject region for many 
previous studies (Lee et al., 2017; Rhee and Yang, 
2015; Yang et al., 2021). Among 936 listed hotels, 
we randomly chose 200 and collected all reviews 
of these hotels written between January 2012 and 
December 2021 in English using a web crawler. We 
then excluded reviews with no helpful votes as in 
past research (Qazi et al., 2016; Ren and Hong, 2019) 
to reduce noise. Finally, a total of 56,157 reviews 
of 187 hotels was included in the data analysis. In 
the preprocessing stage, several steps were performed 
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<Figure 2> Overview of Research Methodology
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<Figure 1> Research Framework
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including data cleansing, transformation, and sen-
tence splitting. We specifically adopted log trans-
formation for the review length and the total number 
of reviews posted by a reviewer among all control 
variables to mitigate distributional skewness. We also 
applied the python library sentence splitter NLTK 
(Bird et al., 2009) to review texts including review 
title and content in order to analyze emotions per 
sentence. 

4.2. Emotion Analysis

We constructed multi-class emotion classifiers us-
ing transfer learning methods to detect specific emo-
tions in the review texts. Recently, language repre-
sentation models to better understand the contextual 
meaning the words in text, such as Bidirectional 
Encoder Representations from Transformers (BERT; 
Devlin et al., 2018) and its variants, have been released 
and demonstrated state-of-the-art performances on 
various NLP tasks. We chose three models - RoBERTa 
(Liu et al., 2019), DistilBert (Sanh et al., 2019), and 
ELECTRA (Clark et al., 2020) - to train the classifiers. 

To obtain a greater volume of training data for 
better classifier performance, we adopted a newly 
constructed dataset that is a combination of three 
different datasets for emotion detection, DailyDialog 

(Li et al., 2017), EmotionPush (Chen et al., 2018), 
and MELD (Poria et al., 2019). DailyDialog contains 
102,979 utterances from 13,118 daily conversations, 
and EmotionPush includes 14,742 utterances from 
1,000 Facebook messenger dialogues. MELD, which 
stands for Multimodal EmotionLines Dataset, con-
sists of 13,708 utterances from 1,433 dialogues derived 
from the Friends TV series. These datasets were ap-
propriate for this study because they cover every 
emotion class (a total of six classes) this research 
focuses on, as well as a neutral class to detect content 
with no emotional expressions. We specifically mixed 
datasets by each type of data – training, validation, 
and test, and only 20% of the neutral class data were 
selected by random sampling to be included in the 
final dataset so that they account for less than 50% 
percent of each type of dataset in order to resolve 
the problem of class imbalance. The statistics of the 
final dataset are described in <Table 1>, and the 
detailed statistics of the three source datasets 
(DailyDialog, EmotionPush, and MELD) are de-
scribed in <Appendix A>. We found that the perform-
ance of the classifier can be improved by merging 
the datasets, as RoBERTa-based classifiers with the 
same hyperparameters (350, 4, 2e-5) showed an F1 
of 60.35% solely with the MELD dataset, which has 
the least class imbalance among the three datasets, 

Emotion Train Validation Test Total
Anger 2,030 239 500 2,769

Disgust 659 31 130 820
Fear 450 55 69 574
Joy 14,407 1,007 1,879 17,293

Neutral 17,013 1,705 1,938 20,656
Sadness 2,041 228 397 2,666
Surprise 3,240 296 490 4,026

Total 39,840 3,561 5,403 48,804

<Table 1> Emotion Distribution in the Final Dataset
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but an F1 of 75.15% when trained and tested on 
the merged dataset, demonstrating an F1 difference 
of about 15%. The detailed performances of emotion 
classification on the MELD dataset are also presented 
in <Appendix B>.  

We chose weighted average F1 and accuracy (mi-
cro-F1) scores as evaluation metrics (Hu et al., 2021; 
Kim and Vossen, 2021). During the fine-tuning proc-
ess, we applied eights sets of hyperparameters (the 
maximum sequence length, the batch size, and the 
learning rate) based on the three transfer learning 
models and the number of epochs was set to 3. The 
performance results for the classifiers are presented 
in <Table 2>, which presents only the best perform-
ance of each model, with the entire evaluation results 
of all combinations of models and hyperparameters 
reported in <Appendix C>. The RoBERTa model 
with hyperparameters (350, 4, 2e-5) achieved the 
best performance with an F1-score of 75.15% and 
an accuracy of 75.26% and was selected to be im-
plemented for emotion analysis.

After constructing the emotion classifier, we per-
formed text mining to identify emotions embedded 
in the review texts. The classifier was applied to each 
sentence and determined whether any emotional state 
was expressed or not, and if so, which specific emotion 
was embedded in the corresponding sentence. <Table 
3> shows some examples of emotions detected from 
each review sentence by the RoBERTa-based model 
and compares them to those detected by the NRC 

(Mohammad and Turney, 2010) dictionary-based 
model. When we performed emotion detection with 
the dictionary-based model, we excluded emotion 
categories that are not analyzed in this study (i.e., 
anticipation and trust) and employed NRCLex, a 
python package for classifying emotions based on 
the NRC lexicon (Mohammad and Turney, 2010), 
to sentences that are additionally preprocessed by 
lemmatization using NLTK (Bird et al., 2009). Our 
results indicate that unlike the dictionary-based mod-
el, the transfer learning model captures implicitly 
expressed emotions as it considers the contextual 
meaning brought by the negators (e.g., no, not) or 
the nuance of sentences, while the dictionary-based 
model does not. Through a supplementary experi-
ment with the NRC lexicon-based method using the 
dataset used to generate transfer learning-based mod-
els, we also found that the lexicon-based method 
showed low accuracy (13.4%), again being unable 
to detect, for example, sad emotion in sentences with 
with negators such as “I’m not happy anymore.”

4.3. Regression Analysis

4.3.1. Variables

The dependent variable in our conceptual model 
is review helpfulness, which is measured as the loga-
rithmic form of the number of helpful votes received 
by online customer reviews because it has a skewed 

Model Hyperparameters* Accuracy Precision Recall F1
RoBERTa (350, 4, 2e-5) 75.26 75.61 75.56 75.15

DistilBERT (350, 4, 2e-5) 73.86 73.30 73.88 73.29
ELECTRA (350, 4, 2e-5) 74.98 74.55 74.88 74.85

Note: * Hyperparameters (x, y, z) for the fine-tuning, where x: max_seq_length (350, 500), y: train_batch_size (4, 8), and z: learning_rate 
(2e–5, 5e–5).

<Table 2> Performance of the Emotion Classifiers
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distribution <Table 4>.  
The independent variables are the discrete six emo-

tions embedded in the online customer reviews. They 
were measured according to the number of emotional 
sentences in the review, which were identified by 
transfer learning-based emotion analysis. Since the 
operational approach of measuring emotions as the 
proportion of emotional sentences in a review ((# 
emotional sentences / # sentences in a review) * 
100) may cause multicollinearity when review length 
is included as a control variable (Ren and Hong, 
2019), we counted the number of emotional 
sentences. To compare different distributions of emo-
tions, the emotion variables are normalized via 
z-score.

Hotel star-rating was utilized as the moderator 
variable, measured by the number of stars assigned 
to each hotel and ranging from 1 to 5. The higher 
the rating, the better the quality of the hotel’s custom-
er service. 

The control variables can be divided into re-
view-related variables, reviewer-related variables, and 
hotel-related variables. Review rating, review rating 
squared, review length, and photos of the hotel repre-
sent the review features. Review rating is an overall 
rating that reviewers give to a hotel, and rating 
squared refers to a quadratic term of the rating value. 
Rating squared was additionally taken into account 
because of the nonlinear relationship between review 
ratings and helpfulness, following previous work 
(Filieri et al., 2018; Mudambi and Schuff, 2010; Ren 
and Hong, 2019; Yin et al., 2014). Review length 
was measured by word count. Photos of the hotel 
were operationalized by the number of photos posted 
with each online review. As mentioned in Section 
4.1, we applied log transformation to the review length 
and the total number of reviews posted by a reviewer.

Concerning the reviewer-related variables, we in-
cluded the total number of reviews posted by each 
reviewer and the total number of helpful votes ob-

Review Sentence
Emotion(s) Detected by Each Model

Transfer Learning Model 
(RoBERTa)

Dictionary-Based Model 
(NRC)

Every action this hotel takes is about stripping you of 
your dollar whilst providing next to no value for the pleasure.

(Rating: 2)
Anger Joy (pleasure)

Our room was dirty and so dusty.
(Rating: 2) Disgust Disgust (dirty)

I was terrified until an employee told me that it does that often.
(Rating: 3) Fear Neutral

Hyatt Place is almost always a cut above the 
competition and this location did not disappoint.

(Rating: 5)
Joy

Anger (disappoint), 
disgust (disappoint), 
sadness (disappoint)

We wish we had booked somewhere else...
(Rating: 1) Sadness Neutral

Above our expectations!
(Rating: 4) Surprise Neutral

<Table 3> Comparison of Emotions Detected by Two Different Models
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tained by the reviewer. Both variables capture the 
reviewer’s expertise (Filieri et al., 2018).

To control for the effects of hotel-related features, 
we chose the certificate of excellence and hotel size 
as control variables. The certificate of excellence is 
measured using the presence or absence of a certifi-
cate of excellence assigned to each hotel by 
TripAdvisor, while the hotel size is measured by 
the number of rooms in each hotel.

4.3.2. Statistical Analysis

We employed Tobit regression for statistical testing 

following previous research (Filieri et al., 2021; Ren 
and Hong, 2019; Qazi et al., 2016). Tobit regression 
is appropriate for several reasons. First, the dependent 
variable (review helpfulness) has a censored nature, 
which means it has lower bounds. Second, the Tobit 
model can address potential sample selection prob-
lems, which means not all review readers have eval-
uated its helpfulness. We propose the two resulting 
equations, one of which is for testing hypotheses 
not concerning the moderating effect of the hotel 
star-rating (H1∼H6) and the other for testing hy-
potheses addressing the moderating effect (H7).

Variable Type Variable Operationalization References
Dependent 

variable Review helpfulness A natural log transformation on the number of 
online users who voted a review as helpful Filieri et al., 2021; Lee et al., 2017

Independent 
variables

Anger A z-score normalization of (# anger-related sentences) n.a.
Disgust A z-score normalization of (# disgust-related sentences) n.a.

Fear A z-score normalization of (# fear-related sentences) n.a.
Joy A z-score normalization of (# joy-related sentences) n.a.

Sadness A z-score normalization of (# sadness-related sentences) n.a.
Surprise A z-score normalization of (# surprise-related sentences) n.a.

Moderator Hotel star-rating 
(HSR) The number of stars of a hotel Filieri et al., 2021; Silva, 2015

Control 
variables

Review rating The rating of the review expressed on a scale of 1-5 Filieri et al., 2018; 
Ren and Hong, 2019

Review rating2 The quadratic term of the star rating Ren and Hong, 2019; 
Yang et al., 2020

Review length A natural log transformation on the number of 
words of a review

Liu and Park, 2015; 
Ren and Hong, 2019

Photos of the hotel The number of photos posted together with a review Filieri et al., 2021; Lin et al., 2012

Reviewer expertise
A natural log transformation on 

the number of reviews posted Weiss et al., 2008

The number of helpful votes obtained by the reviewer Ghose and Ipeirotis, 2011
Quality of the hotel Certificate of excellence Filieri et al., 2021; Kim et al., 2016

Hotel size The number of rooms in a hotel Filieri et al., 2021; 
Simons and Hinkin, 2001

<Table 4> Operationalization of Variables
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(1)

(2)

  refers to a given review and HSR is an abbreviation 

for hotel star-rating. In Equation (1), the impact 
of anger is estimated as   to test the H1. In the 
same way, the impacts of the other emotions (disgust, 
fear, joy, sadness, and surprise) are estimated as each 
coefficient ( ,  ,  ,  , and ) to test H2 to 
H6. Equation (2) was used to determine the co-
efficients of the variables - , , 

, , , and ) 
- to test H7a to H7f, respectively. We additionally 
tested Equation (1) with two different star-rating 
samples (low-rated group consisting of hotels with 
less than 4-star, and high-rated group of hotels with 
4-star or above) to investigate changes in effect size 
of specific emotions on perceived review helpfulness.

Ⅴ. Results

The summary statistics for the variables are re-

Variable Minimum Maximum Mean Standard Deviation
Review helpfulness 0 5.642 0.301 0.442

Anger -0.420 21.826 0 1
Disgust -0.399 28.435 0 1

Fear -0.145 36.379 0 1
Joy -1.313 15.898 0 1

Sadness -0.374 22.747 0 1
Surprise -0.278 25.493 0 1

Review rating 1 5 4.247 1.159
Review rating2 1 25 19.380 7.854
Review length 2.833 8.100 4.554 0.674

Photos of the hotel 0 3 0.232 0.728
Number of reviews posted 0 8.847 2.218 1.648

Helpful votes obtained by the reviewer 0 207,100 51.430 1281.112
Quality of the hotel 0 1 0.790 0.407

Hotel size 19 1,854 328.300 329.752
Hotel star-rating (HSR) 1 5 3.796 0.693

<Table 5> Descriptive Statistics
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ported in <Table 5>. Before testing the hypothetical 
relationships through regression analysis, a multi-
collinearity test was conducted to verify high correla-
tions between the variables. The variance inflation 
factor (VIF) statistics of all independent variables 
were < 10 and the tolerance levels > 0.1, indicating 
multicollinearity was insignificant in our study 
<Table 6>.  

The results of Tobit regression are presented in 
<Table 7>. There are two regression models, Model 
1 for testing H1 to H6 and Model 2 for testing H7. 
The results indicate good fit, with highly significant 
likelihood ratios (p < 0.001) and pseudo R2 values 
of 0.195 and 0.197, respectively (Veall and 
Zimmermann, 1996). The control variables in both 
models showed significant impacts on review 
helpfulness. Review rating had negative effects on 
review helpfulness, while the remaining seven control 
variables positively influenced review helpfulness in 
this study.

Model 1 examines the direct effects of discrete 

emotions on review helpfulness. We found that four 
out of six emotions had significant impacts on per-
ceived review helpfulness. Expressed anger, disgust, 
and joy had positive effects on review helpfulness, 
while fear negatively influenced review helpfulness. 
The influence of anger upon review helpfulness was 
stronger than those of disgust, fear, and joy, with 
β = 0.022 and p-value < 0.01. Therefore, H1, H2, 
H3, and H4 were supported. However, there were 
no significant effects of sadness or surprise on helpful-
ness votes, indicating that H5 and H6 were not 
supported. 

In Model 2, we tested the moderating role of hotel 
star-rating on the relationship between specific emo-
tions and review helpfulness. The hotel star-rating 
moderates the effects of three emotional dimensions 
(disgust, joy, and sadness) on perceived review 
helpfulness. It did not show significant moderating 
effects on the relationships between review helpful-
ness and any of the other three emotions including 
anger, fear, and surprise. 

Variable VIF Tolerance
Anger 1.916 0.522

Disgust 1.635 0.612
Fear 1.084 0.922
Joy 1.760 0.568

Sadness 1.512 0.661
Surprise 1.146 0.873

Review rating 2.335 0.428
Review length 1.995 0.501

Photos of the hotel 1.056 0.947
Number of reviews posted 1.137 0.879

Helpful votes obtained by the reviewer 1.006 0.994
Quality of the hotel 1.231 0.812

Hotel size 1.114 0.897
Hotel star-rating (HSR) 1.171 0.854

<Table 6> VIF and Tolerance Level Values
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To interpret the moderating effect of hotel-star 
rating more precisely, we further investigated the 
influence of discrete emotions by conducting re-
gression analyses of two subsamples, low-rated hotels 
with less than 4 stars and high-rated hotels with 
4 or more. According to <Table 8>, disgust embedded 
in the review had a greater negative effect on review 

helpfulness for low-rated hotels than high-rated 
hotels. Joy and sadness affected review helpfulness 
more negatively for high-rated hotels compared to 
low-rated hotels. Combined with the results con-
firmed by Model 2, the effect sizes of specific emotions 
including disgust, joy, and sadness on perceived re-
view helpfulness were significantly moderated by ho-

Model M1 M2
Variable Coefficient Std. error t-value Sig. Coefficient Std. error t-value Sig.
Constant -0.614 0.069 -8.888 0.000*** -0.612 0.069 -8.832 0.000***

Anger 0.022 0.007 3.341 0.001*** 0.040 0.033 1.226 0.220
Disgust -0.010 0.006 -1.688 0.092* -0.125 0.031 -4.004 0.000***

Fear 0.011 0.005 2.244 0.025** 0.052 0.027 1.974 0.048**
Joy -0.014 0.007 -2.029 0.042** -0.079 0.030 -2.663 0.008***

Sadness -0.005 0.006 -0.826 0.409 0.053 0.032 1.685 0.092*
Surprise 0.007 0.005 1.381 0.167 0.033 0.029 1.140 0.254

Review rating -0.435 0.027 -16.374 0.000*** -0.436 0.027 -16.371 0.000***
Review rating2 0.058 0.004 14.736 0.000*** 0.058 0.004 14.758 0.000***
Review length 0.091 0.011 8.638 0.000*** 0.090 0.011 8.549 0.000***

Photos of the hotel 0.037 0.007 5.410 0.000*** 0.037 0.007 5.345 0.000***
Number of 

reviews posted 0.079 0.003 23.650 0.000*** 0.079 0.003 23.631 0.000***

Helpful votes obtained 
by the reviewer 0.000 0.000 4.695 0.000*** 0.000 0.000 4.707 0.000***

Quality of the hotel 0.217 0.014 15.518 0.000*** 0.218 0.014 15.539 0.000***
Hotel size 0.000 0.000 15.857 0.000*** 0.000 0.000 15.888 0.000***

Hotel star-rating (HSR) 0.048 0.008 6.217 0.000*** 0.048 0.008 6.200 0.000***
Anger x HSR -0.005 0.008 -0.560 0.575

Disgust x HSR 0.030 0.008 3.748 0.000***
Fear x HSR -0.011 0.007 -1.572 0.116
Joy x HSR -0.017 0.007 2.288 0.022**

Sadness x HSR -0.015 0.008 -1.871 0.061*
Surprise x HSR -0.007 0.007 -0.890 0.373
Log likelihood -48758.000 -48747.060

Pseudo R2 0.195 0.197
Note: *** p-value < 1%; ** p-value < 5%; * p-value < 10%.

<Table 7> Tobit Regression Results for the Full Sample (N = 56,157)
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tel star-rating, providing evidence to support H7b, 
H7d, and H7e. On the contrary, expressed anger, 
fear, and surprise seemed to have slightly greater 
positive impacts upon review helpfulness for low-rat-
ed hotels than high-rated hotels. H7a, H7c, and H7f 
were not supported because the hotel-star rating did 
not show any significant moderating effect on the 
relationship between those three emotional di-
mensions and review helpfulness as shown in Model 2. 

Ⅵ. Discussion and Conclusion

6.1. Discussion of Findings

In this study, we investigated the differential effects 
of discrete emotions (anger, disgust, fear, joy, sadness, 
and surprise) on perceived review helpfulness. 
Through empirical research on hotel reviews, we 
determined that even though joy and surprise belong 
to the same valence, they have dissimilar impacts 
on perceived review helpfulness as stated in some 
prior studies (Shah and Lee, 2022; Wang et al., 2019). 
The findings of both this study and two prior studies 
(Shah and Lee, 2022; Wang et al., 2019) showed 

Observations Low-Rated Hotels (N = 20,415) High-Rated Hotels (N = 35,742)

Variable Coefficient Std. 
error T-Value Sig. Coefficient Std. 

error
T-VALU

E Sig.

Constant -0.314 0.146 -2.149 0.032** -1.548 0.100 -15.441 0.000***
Anger 0.026 0.011 2.371 0.018** 0.014 0.008 1.724 0.085*

Disgust -0.039 0.010 -3.963 0.000*** 0.005 0.008 0.705 0.481
Fear 0.013 0.007 1.827 0.068* 0.009 0.007 1.388 0.165
Joy -0.003 0.011 -0.277 0.782 -0.016 0.008 -2.040 0.041**

Sadness 0.008 0.010 0.832 0.405 -0.016 0.007 -2.150 0.032**
Surprise 0.015 0.008 1.736 0.083* 0.004 0.006 0.690 0.490

Review rating -0.436 0.042 -10.489 0.000*** -0.462 0.033 -13.845 0.000***
Review rating2 0.059 0.006 9.709 0.000*** 0.059 0.005 12.082 0.000***
Review length 0.081 0.017 4.726 0.000*** 0.099 0.013 7.645 0.000***

Photos of the hotel 0.046 0.012 3.784 0.000*** 0.032 0.008 3.997 0.000***
Number of 

reviews posted 0.083 0.006 15.000 0.000*** 0.084 0.004 20.376 0.000***

Helpful votes obtained 
by the reviewer 0.000 0.000 2.952 0.003*** 0.000 0.000 7.717 0.000***

Quality of the hotel 0.075 0.018 4.193 0.000*** 0.165 0.022 7.356 0.000***
Hotel size 0.002 0.000 35.097 0.000*** 0.000 0.000 3.026 0.002***

Hotel star-rating (HSR) -0.106 0.035 -3.018 0.003*** 0.298 0.015 20.271 0.000***
Log likelihood -17277.240 -30727.270 

Pseudo R2 0.452 0.285
Note: *** p-value < 1%; ** p-value < 5%; * p-value < 10%.

<Table 8> Tobit Regression Results for Different Star-Rating Hotel Groups
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only joy has a significant negative impact on perceived 
review helpfulness, not surprise. However, Shah and 
Lee (2022) confirmed the negative effect of anger 
upon review helpfulness while other studies indicated 
positive effects. 

We also validated the effect of the hotel star-classi-
fication as a moderator in the relationship between 
discrete emotions and review helpfulness. We found 
that the hotel star-rating moderates the effects of 
three emotions (disgust, joy, and sadness) on per-
ceived review helpfulness. Specifically, we discovered 
joy had a greater negative impact on review helpful-
ness for high-rated hotels while disgust affected re-
view helpfulness more negatively for low-rated hotels. 
This can be explained based on the expect-
ation-confirmation theory (Oliver, 1980). Consumers 
formulate different expectations based on the in-
formation they obtain. The hotel class could be a 
credible information to form expectations of the hotel 
service performance. As hotel consumers are easily 
find a number of reviews incorporating positive emo-
tions and form high expectations for high-rated ho-
tels, the impact of joy would be attenuated. In contrast, 
consumers with low expectations for low-rated hotels 
are likely to be less influenced by disgust-embedded 
messages. Meanwhile, we found that sadness had 
a slightly greater positive impact for low-rated hotels. 
This may be due to the possible increase in helpful 
votes given to reviews with extreme ratings and ex-
pressed sadness, agreeing with the findings of prior 
research (Filieri et al., 2018; Shah and Lee, 2022; 
Yan et al., 2020). These findings are in line with 
the results of previous studies finding that the hotel 
category significantly influenced consumer decision 
making (Banerjee and Chua, 2019; Filieri et al., 2021; 
Galati and Galati, 2019).

6.2. Theoretical Implications

This research suggests a novel approach to measure 
emotion variables. By employing transfer learn-
ing-based emotion detection, it was possible to cap-
ture emotions implicitly expressed in the context 
of reviews, an innovation that complements the tradi-
tional dictionary-based approach. Previous studies 
(Ahmad and Laroche, 2015; Craciun et al., 2020; 
Yin et al., 2014) assumed that each emotion is ex-
pressed if a review includes corresponding emotional 
words based on open-source dictionaries the such 
as the NRC emotion lexicon (Mohammad and 
Turney, 2010) or LIWC dictionary (Pennebaker et 
al., 2015). Such dictionary-based methods cannot de-
tect emotions when keywords co-occur with negators 
like ‘not’ or ‘no’. Additionally, they are largely de-
pendent on the coverage of the dictionary used, so 
that emotion detection can vary depending on the 
recency of vocabulary coverage. However, we identi-
fied each emotion that the review writer intended 
to describe in review texts by applying a machine 
learning-based emotion classifier that specifically 
uses contextualized word embedding and was 
pre-trained using a large-scale text corpus.

To validate the effectiveness of emotions extracted 
by the classifier, we further conducted regression 
analysis on the associations of specific emotions and 
review ratings. As depicted in <Table 9>, we found 
that negative emotions such as anger and disgust 
had a tendency to associate with low rating grades, 
while positive emotions are related to high rating 
grades with the coefficient values which is positive 
or close to zero. The congruence between emotion 
valence and review rating demonstrates that the emo-
tions recognized by the classifier are effective and 
implies that our suggested approach is appropriate 
to be applied in future research.

Another contribution is that our findings deepen 
the understanding of the effect of discrete emotions. 
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Most previous literature on discrete emotions focused 
a few negative emotions (Craciun et al., 2020; Li 
et al., 2020; Ren and Hong, 2019; Yin et al., 2014) 
or analyzed different conditions or contexts of reviews 
such as product (Ahmad and Laroche, 2015; Craciun 
et al., 2020; Ren and Hong, 2019; Yin et al., 2014) 
or restaurant reviews (Li et al., 2020; Wang et al., 
2019), resulting in the findings that were not 
conclusive. We used both positive and negative emo-
tions as predictors of review helpfulness, and our 
results for hotel reviews generally support the findings 
of recent studies of the reviews of experience goods 
or services (Li et al., 2020; Wang et al., 2019), rather 
than those using the reviews of search goods (Ahmad 
and Laroche, 2015; Craciun et al., 2020; Ren and 
Hong, 2019; Yin et al., 2014). This emphasizes that 
it is critical to consider product type when analyzing 
the impacts of discrete emotions. Moreover, our re-
search is the first to assess the moderating role of 
hotel classification in the relationship between emo-
tions and review helpfulness. There has been little 
attention paid to the moderating effects of their rela-
tionship (Filieri et al., 2018; Karimi and Wang, 2017). 
This study highlights the importance of such effects 

in order to deeply understand the impact of emotional 
content. 

6.3. Managerial Implications

Our study offers key insights for hotel managers 
who attempt to utilize online reviews to derive strat-
egies for improving hotel service and reputation. Our 
empirical results will help managers to better under-
stand the specific emotions that are influential on 
customers. Considering the finding that potential 
customers are especially concerned by anger and fear 
expressed in reviews, managers should pay careful 
attention to hotel attributes associated with those 
emotional dimensions. In particular, the managers 
of hotels with comparatively lower star-ratings should 
be extremely watchful regarding those features rather 
than attributes related to disgust, since for low-rated 
hotels, consumers care less about disgust expressed 
in reviews as it is expected to appear. On the other 
hand, managers of high-rated hotels should treat an-
ger-related content more seriously compared to those 
with joy or sadness-related emotional words. We 
recommend that mangers to put more efforts into 

Dependent Variable Review Rating
Independent Variable Coefficient Std. error T-Value Sig.

Constant 5.350 0.011 468.170 0.000***
Anger -0.567 0.010 -55.930 0.000***

Disgust -0.552 0.009 -60.080 0.000***
Fear -0.087 0.008 -10.470 0.000***
Joy 1.220 0.012 105.250 0.000***

Sadness -0.301 0.009 -32.270 0.000***
Surprise -0.051 0.009 -5.920 0.000***

Log likelihood -54180.010
Pseudo R2 0.238

Note: *** p-value < 1%.

<Table 9> Tobit Regression Results with Review Rating as Dependent Variable
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monitoring and responding to reviews in order to 
define affective features of the hotels, as most consum-
ers are highly or fairly likely to use a business that 
responds to all of its online reviews (BrightLocal, 
2022).

Second, this study also provides implications for 
the managers of review platforms about analyzing 
review data. For example, if they want to release 
new ‘recommended’ or ‘most helpful’ algorithms to 
sort reviews, they would be able to score reviews 
more elaborately by distinguishing reviews with the 
same number of helpful votes depending on em-
bedded emotions. In addition, they could even high-
light specific parts of the review, in which the emo-
tional content is discovered, as helpful information 
for platform users. Such an approach would help 
review readers to more efficiently identify valuable 
reviews.

Finally, based on the findings of our study, the 
product mangers of e-commerce platforms can guide 
review writers to generate more helpful reviews. Since 
the length of reviews is usually limited, making the 
review content more helpful is essential to improve 
the perceived usefulness of review systems. For in-
stance, managers can provide instructions for writing 
reviews for high-rated hotels that emphasize describ-
ing not only joyful experiences but anger-inducing 
experiences as well, since it was demonstrated that 
joy-embedded reviews have negative impacts on re-
view helpfulness for hotels with high star-ratings.

6.4. Limitations and Future Research

There are some limitations of our research. Due 
to the nature of the dataset used in the study, the 
findings may not be generalized to data from other 
platforms like Amazon.com or regions such as 
European or Asian countries. The dataset of our 
study is based on reviews of hotels located in New 
York City, collected from TripAdvisor.com. In this 
vein, repeating the study with data across different 
platforms and regions might be promising. We also 
suggest that researchers examine whether our find-
ings with our novel measurement method for emo-
tion variables can be generalized to different types 
or services, as the hotel dataset represents only experi-
ence products, not search products. Furthermore, 
inclusion of other uninvestigated variables such as 
hotel price or review type can also extend the current 
research. Other factors that were not included as 
independent or control variables in this study may 
impact review helpfulness. Finally, the performance 
of our novel method to measure emotions based 
on machine learning should be further validated for 
improved performance. Even though our findings 
are in accordance with theory and with prior research, 
future research should apply the method to larger 
dataset or using data from other hotel review plat-
forms to further validate our findings.
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Emotion
DailyDailog EmotionPush MELD Total

Train Validation Test Train Validation Test Train Validation Test
Anger 827 77 118 94 9 37 1,109 153 345 2,769

Disgust 303 3 47 85 6 15 271 22 68 820
Fear 146 11 17 36 4 2 268 40 50 574
Joy 11,182 684 1,019 1,482 160 458 1,743 163 402 17,293

Neutral 72,143 7,108 6,321 8,212 946 2,115 4,710 470 1,256 20,656*
Sadness 969 79 102 389 38 87 683 111 208 2,666
Surprise 1,600 107 116 435 39 93 1,205 150 281 4,026

Total 87,170 8,069 7,740 10,733 1,202 2,807 9,989 1,109 2,610 48,804
Note: * Only 20% of the merged data were included by random sampling to resolve the problem of class imbalance.

<Appendix A> Statistics of the Source Datasets for Training and Testing the Transfer Learning Models

 

Model Hyperparameters* Accuracy Precision Recall F1

RoBERTa

(350, 4, 2e-5) 62.13 60.12 62.23 60.35 
(350, 4, 5e-5) 60.41 57.82 60.38 58.35 
(350, 8, 2e-5) 62.22 59.47 62.38 59.85 
(350, 8, 5e-5) 60.69 58.30 60.79 58.88 
(500, 4, 2e-5) 58.61 57.53 58.68 57.83 
(500, 4, 5e-5) 59.33 57.04 59.20 57.47 
(500, 8, 2e-5) 61.77 59.62 61.62 59.96 
(500, 8, 5e-5) 61.14 58.44 61.18 59.09 

DistilBERT

(350, 4, 2e-5) 59.87 57.01 59.99 57.33 
(350, 4, 5e-5) 57.80 56.12 57.74 56.30 
(350, 8, 2e-5) 60.05 57.74 60.16 57.50 
(350, 8, 5e-5) 59.96 58.18 59.96 57.71 
(500, 4, 2e-5) 60.23 56.69 60.05 57.42 
(500, 4, 5e-5) 57.80 55.88 57.70 55.86 
(500, 8, 2e-5) 59.87 58.54 59.92 57.41 
(500, 8, 5e-5) 60.14 57.35 60.14 57.76 

ELECTRA

(350, 4, 2e-5) 61.95 58.88 61.86 59.00 
(350, 4, 5e-5) 60.14 56.55 60.37 57.81 
(350, 8, 2e-5) 61.59 57.33 61.75 59.14 
(350, 8, 5e-5) 42.38 17.80 42.38 25.43 
(500, 4, 2e-5) 60.32 59.60 60.50 57.83 
(500, 4, 5e-5) 59.96 58.43 59.79 58.79 
(500, 8, 2e-5) 61.14 56.75 61.09 58.50 
(500, 8, 5e-5) 42.38 17.80 42.38 25.43 

Note: * Hyperparameters (x, y, z) for the fine-tuning, where x: max_seq_length (350, 500), y: train_batch_size (4, 8), and z: learning_rate 
(2e–5, 5e–5).

<Appendix B> Performance of the Emotion Classifiers on the MELD Dataset
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Model Hyperparameters* Accuracy Precision Recall F1

RoBERTa

(350, 4, 2e-5) 75.26 75.61 75.56 75.15
(350, 4, 5e-5) 74.28 74.01 74.41 73.85
(350, 8, 2e-5) 74.84 75.11 74.71 74.72
(350, 8, 5e-5) 74.14 74.34 74.27 73.99
(500, 4, 2e-5) 74.30 74.48 74.32 74.07
(500, 4, 5e-5) 73.55 73.77 73.53 73.42
(500, 8, 2e-5) 74.30 74.48 74.32 74.07
(500, 8, 5e-5) 73.83 73.95 73.95 73.70

DistilBERT

(350, 4, 2e-5) 73.86 73.30 73.88 73.29
(350, 4, 5e-5) 72.73 72.67 72.65 72.09
(350, 8, 2e-5) 73.10 72.85 72.75 72.38
(350, 8, 5e-5) 72.65 72.04 72.59 72.11
(500, 4, 2e-5) 73.49 72.93 73.69 73.12
(500, 4, 5e-5) 72.23 71.94 72.10 71.48
(500, 8, 2e-5) 73.52 72.86 73.32 73.07
(500, 8, 5e-5) 72.56 72.32 72.49 71.96

ELECTRA

(350, 4, 2e-5) 74.98 74.55 74.88 74.85
(350, 4, 5e-5) 74.19 73.97 74.38 73.83
(350, 8, 2e-5) 74.64 74.24 74.76 73.88
(350, 8, 5e-5) 74.25 74.34 74.38 73.81
(500, 4, 2e-5) 74.11 74.05 73.98 73.74
(500, 4, 5e-5) 47.88 22.98 47.88 31.12
(500, 8, 2e-5) 73.83 73.87 73.77 73.64
(500, 8, 5e-5) 73.24 72.37 73.23 72.48

Note: * Hyperparameters (x, y, z) for the fine-tuning, where x: max_seq_length (350, 500), y: train_batch_size (4, 8), and z: learning_rate 
(2e–5, 5e–5).

<Appendix C> Performance of the Emotion Classifiers on the Final Dataset
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