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ABSTRACT

The information retrieval (IR) process often encounters a challenge known as query-document vocabulary mismatch, where user 
queries do not align with document content, impacting search effectiveness. Automatic query expansion (AQE) techniques aim 
to mitigate this issue by augmenting user queries with related terms or synonyms. Word embedding, particularly Word2Vec, has 
gained prominence for AQE due to its ability to represent words as real-number vectors. However, AQE methods typically expand 
individual query terms, potentially leading to query drift if not carefully selected. To address this, researchers propose utilizing 
median vectors derived from deep median networks to capture query similarity comprehensively. Integrating median vectors into 
candidate term generation and combining them with the BM25 probabilistic model and two IR strategies (EQE1 and V2Q) yields 
promising results, outperforming baseline methods in experimental settings.
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1. INTRODUCTION

The main challenge for search engines is that user que-
ries are often short and not specific enough to accurately 
represent their information needs (Azad & Deepak, 2019; 
Farhan et al., 2020; Nwesri & Alyagoubi, 2015). This is due 
to a gap in user knowledge, according to the Anomalous 
State of Knowledge hypothesis (Belkin, 2005). The auto-
matic query expansion (AQE) technique addresses this is-
sue by expanding the primary query with related terms to 
generate better and more relevant results (Esposito et al., 
2020; Farhan et al., 2020; Raza et al., 2019). Commercial 
search engines such as Yahoo and Google use this tech-
nique through linked queries, connected search terms, 
and auto-completion functionality (Cai & De Rijke, 2016).

1.1. Query Expansion Techniques
Query expansion techniques are classified into global 

and local methods. Global techniques use a thesaurus such 
as WordNet to enlarge the initial user queries without re-
lying on retrieval outcomes (Farhan et al., 2020; Pal et al., 
2014). Local techniques use relevance feedback from the 
first retrieval process to select appropriate terms to add to 
the primary query (Miyanishi et al., 2013; Takeuchi et al., 
2017). The pseudo relevance feedback (PRF) technique is 
a useful expansion method that automates manual aspects 
of relevance feedback. It assumes that the top-k results 
retrieved in the original search contain words that can be 
used to refine the query further (Farhan et al., 2021b).

The PRF technique is effective, but it has practical is-
sues. Terms generated from resources like WordNet tend 
to have multiple meanings, requiring a disambiguation 
strategy before using them for query expansion. Addi-
tionally, the PRF approach relies on the highest ranked 
documents retrieved, which can be impacted by irrelevant 
terms and multiple topics (Zou et al., 2018), making it 
challenging to improve both precision and recall metrics 
simultaneously (Fernández-Reyes et al., 2018). To resolve 
these issues, recent research in AQE has focused on using 
word embeddings (WE) as a semantic modelling process 
in order to have meanings from text (ALMasri et al., 2016; 
Diaz et al., 2016; Roy et al., 2016).

In natural language processing (NLP), WE use a 1-D 
mathematical embedding to represent every word as a 
vector of real numbers in a low-dimensional continuous 
vector space. The models use the proximity of terms in 
their corpus for training (Diaz et al., 2016). Word2Vec has 
two options for training WE models: Continuous Bag-Of-
Words (CBOW) and Skip-Gram (SG). CBOW predicts 

aim words based on nearby words, while SG predicts 
surrounding words based on target words. These models 
can determine terms with syntactic and semantic similari-
ties by using the same context. Most AQE techniques use 
query term search or neighbourhood strategies to expand 
the query using proximal N terms (Roy et al., 2016).

Current AQE techniques using WE typically retrieve 
candidate terms one at a time, without considering the 
influence of other terms in the query. Researchers argue 
that AQE can be improved by modelling query semantics 
as collective vocabulary terms, resulting in higher quality 
suggested terms that are more semantically relevant. To 
accomplish this, they suggest employing deep averaging 
networks (DANs), a neural architecture that computes 
the average of embedded words for classification and pro-
cesses them through several linear layers. The researchers 
suggest that DANs can be used to identify related terms 
for AQE using the complete query input (Roy et al., 2016), 
but this approach has not yet been extensively studied.

The use of WE in information retrieval (IR) has been 
extensively studied, but its usage in Arabic IR has not been 
properly investigated (Alsmearat et al., 2014; Faqeeh et al., 
2014), mainly due to the lack of ontological knowledge 
bases in Arabic (Mohsen et al., 2018). Previous studies on 
Arabic IR have mainly focused on assessing or comparing 
word-stemming methods (Abdelali et al., 2016; Abu El‐
Khair, 2007; Guirat et al., 2016; Larkey et al., 2002; Mus-
tafa et al., 2008).

1.2. Aims and Objectives
The aim of this research is to address the persistent 

challenge of query-document vocabulary mismatch with-
in IR systems by enhancing AQE techniques using deep 
median networks (DMNs). This challenge arises when 
user queries fail to accurately represent their information 
needs, leading to suboptimal search results. By leveraging 
DMNs, the study aims to comprehensively capture query 
similarity, thus improving the relevance and effectiveness 
of search engine results.

Furthermore, the objectives of this research encom-
pass several key aspects. Firstly, it seeks to investigate the 
limitations of current AQE methods, particularly those 
reliant on WE, in effectively addressing query-document 
vocabulary mismatch. Secondly, the study aims to explore 
the potential of DMNs in capturing comprehensive query 
similarity, thereby overcoming the shortcomings of exist-
ing AQE approaches. Thirdly, it endeavours to integrate 
DMNs into AQE methodologies alongside traditional 
IR strategies, such as the BM25 probabilistic model and 
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EQE1 and V2Q models, to assess their combined efficacy 
in improving retrieval performance. Lastly, the research 
aims to evaluate the applicability and effectiveness of the 
proposed approach within the context of Arabic IR, an 
area that has been relatively underexplored due to the 
scarcity of ontological knowledge bases.

1.3. Significance of the Study
This study’s importance is in its potential to enhance 

AQE techniques and aid in creating more efficient search 
engines. By introducing DMNs as a novel approach for 
capturing query similarity comprehensively, the research 
aims to overcome the limitations of existing methods and 
improve retrieval performance. Moreover, the focus on 
Arabic IR fills a crucial gap in the literature and has im-
plications for improving access to relevant information 
in Arabic language contexts. Ultimately, findings from 
this study may inform the development of more efficient 
and inclusive search engine technologies, particularly in 
languages with unique linguistic characteristics such as 
Arabic.

The primary issue addressed in this study is the inher-
ent challenge faced by search engines due to the ambigu-
ity and lack of specificity in user queries. Despite existing 
techniques like AQE, practical hurdles persist, such as 
polysemy in ontological knowledge bases and reliance 
on top-ranked documents, affecting precision and recall. 
Recent advancements leveraging WE show promise, yet 
there is a need for improved AQE methodologies, espe-
cially in languages like Arabic. This study proposes utiliz-
ing DMNs for AQE in Arabic IR, aiming to address term 
mismatch issues and enhance retrieval performance.

2. RELATED WORKS

IR systems help users locate the information they seek 
by fetching it from a database in response to their queries 
(Baeza-Yates & Ribeiro-Neto, 1999). However, one of the 
main challenges faced by these systems is vocabulary mis-
match. To address this issue (Carpineto & Romano, 2012; 
Farhan et al., 2020), researchers have proposed AQE tech-
niques, which automatically add new terms to the query 
to improve the accuracy and precision of the IR system 
(Abbache et al., 2016). One popular approach for AQE 
is the use of WE, which has gained significant attention 
(ALMasri et al., 2016; Diaz et al., 2016; El Mahdaouy et al., 
2018b; Farhan et al., 2021a; 2021b; Roy et al., 2016).

WE is a technique used in NLP for semantic parsing 
that helps in extracting meaning from texts. It represents 

words as vectors of real numbers in a corpus, which are 
categorized into local and distributed representations. 
The distributed representation indicates that all words 
having similar context display similar vectors within the 
WE vector space, thus creating a closer distribution. This 
technique can represent words based on their value vec-
tors and can help in understanding natural language by 
extracting meaning from texts (Bengio, 2009; Kim et al., 
2017; Turney & Pantel, 2010).

Aklouche et al. (2018) developed an AQE technique 
using Word2Vec toolkit based on WE. The study focused 
on two models, i.e., SG and CBOW, to learn semanti-
cally related words for the main queries from the Text 
REtrieval Conference (TREC) Washington Post Corpus. 
They reweighted and selected these terms and evaluated 
the effectiveness of the document retrieval process using 
the Euclidean distance to compute vector similarity. Two 
types of candidate vectors were selected, one related to the 
complete query and the other to individual terms. Their 
study showed that a query reweighting technique was 
more effective than other approaches and concluded that 
assigning the same weight to terms in the expanded query 
decreases retrieval effectiveness.

Using word vector representations provides an effective 
foundation for modelling semantic similarity in query ex-
pansion (Esposito et al., 2020). However, the context is of-
ten neglected during expansion techniques, and formulat-
ing a proper context for retrieving useful terms is crucial. 
Researchers have attempted to tackle this problem, such as 
Roy et al. (2016), but it has not been completely resolved. 
Two studies that addressed this problem are those con-
ducted by Fernández-Reyes et al. (2018) and Zamani and 
Croft (2016). Fernández-Reyes et al. (2018) developed a 
new Query-Guided AQE strategy known as V2Q, which 
filtered the primary query and ignored unnecessary terms 
by considering terms that showed high similarity with 
those in the primary query.

Zamani and Croft (2016) proposed a new technique 
called EQE1 for query expansion, which considers the se-
mantic similarity between all terms based on the similar-
ity noted between different WE vectors. It presumes that 
the query terms are conditionally independent and all ex-
panded query terms must be like the query terms that are 
selected for adding to the primary query. The experiments 
conducted in their study used two baseline methods, and 
the details are discussed in the paper.

Fernández-Reyes et al. (2018) suggested an AQE meth-
od that employs Word2Vec (WE) (Mikolov et al., 2013) 
and took into account the full query to tackle the disam-
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biguation problem, enhancing both precision and recall 
(ALMasri et al., 2016). They proposed two strategies, que-
ry-guided association scheme (Q2V) and prospect-guided 
association scheme (V2Q), which retrieved candidate 
terms based on query terms and candidate terms that had 
a high semantic relationship with query terms, respective-
ly. The Q2V approach used general pooling methods to 
generate Rankq values for every query term and selected 
top N terms for expansion. However, this approach could 
lose the context of the primary query. On the other hand, 
the V2Q approach used candidate expansion terms to vote 
for query terms and selected the most semantically related 
terms. Experimental results showed that these techniques 
improved precision and recall metrics and outperformed 
conventional IR models.

Zamani and Croft (2016) carried out research aimed at 
improving the effectiveness of query language models in 
ad-hoc retrieval tasks by utilizing WE. They proposed a 
new AQE embedding relevance model based on previous 
models (Lavrenko & Croft, 2017), and used two estima-
tion processes to incorporate semantic similarity between 
terms in WE vectors. The techniques that relied on em-
bedding outperformed other baselines in average preci-
sion and mean average precision (MAP) on three TREC 
collections. However, expanding solely on individual que-
ry terms can cause query drift, and there is a limitation in 
the utilization of query terms (Crimp & Trotman, 2018).

Farhan et al. (2021a) proposed a new approach for 
AQE called DANs. The approach involves using the mean 
vector of the initial query term vectors to pick potential 
vectors. They stated that for expanding the whole query 
sentence, the technique must consider the average vector 
of the primary query term vectors. DANs was incorporat-
ed in the BM25, V2Q, and EQE1 probabilistic models for 
improving the retrieval performance of Arabic texts. Ac-
cording to the experimental outcomes, the suggested ap-
proach enhanced the Arabic text retrieval’s performance. 
It showed a better performance than the standard baseline 
techniques like BM25, V2Q, and EQE with regards to the 
precision and MAP values and was seen to be among the 
top 10 in most of the case studies.

Farhan et al. (2021b) also introduced a new approach 
to improve the effectiveness of AQE for Arabic text re-
trieval by utilizing DANs (Farhan et al., 2021b) and the 
query vectors’ average for determining candidate expan-
sion vectors. The study used Word2Vec for training and 
compared the proposed approach with the Okapi BM25 
probabilistic framework, V2Q (Fernández-Reyes et al., 
2018), and EQE1 (Zamani & Croft, 2016). The hypoth-

esis was that the DANs-based PRF technique using WE 
similarity for generating expansion vectors can resolve the 
issue of term inconsistency and enhance the performance 
of Arabic text retrieval through AQE. The expansion 
vectors for potential terms were constructed using the k 
most relevant documents identified during PRF. Evalu-
ation showed that the proposed approach significantly 
improved performance compared to baseline PRF frame-
works.

Although the DANs technique had advantages, it had 
limitations such as the average vector not referring to a 
real vector, being impacted by the position of query term 
vectors, and showing good performance only with local 
datasets. To overcome these limitations, researchers pro-
posed a new approach using the median vector instead 
of the average vector for generating additional candidate 
vectors. This approach, called DMNs, was not affected by 
the position of all query term vectors, and can be referred 
to a real vector.

3. METHOD

This study attempted to determine the probability 
that DMNs could support AQE for the Arabic IR process. 
Therefore, the researchers used the DMNs technique 
for the existing CBOW IR model, i.e., the probabilistic 
Okapi BM25 model along with the two representative 
WE techniques for AQE, the V2Q and EQE1 techniques 
which were initially described by Fernández-Reyes et al. 
(2018) and Zamani and Croft (2016). The researchers se-
lected the BM25 model, as it showed a true performance 
in the TREC retrieval experiments and affected ranking 
algorithms in the commercial search engines (Croft et al., 
2010). BM25 was regarded as the main baseline model 
which could be used for non-AQE results. However, the 
EQE1, V2Q, and DANs techniques were seen to be the 
most effective techniques. The proposed technique also 
compared against the BM25+DANs-PRF, EQE1+DANs-
PRF, and V2Q+DANs-PRF techniques introduced by 
Farhan et al. (2021a; 2021b). The researchers compared 
the results of the DMNs-based AQE technique with the 
existing AQE techniques that were presented by these 
approaches. Thus, they determined whether the DMNs 
could generate better and increasingly relevant expansion 
terms and overcome the disadvantages presented by the 
DANs technique.

3.1. Word2Vec and Deep Median Networks
The Word2Vec deep learning toolkit was introduced 
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in a previous article (Mikolov et al., 2013) for generating 
word vectors from a text corpus. It employs CBOW and 
SG models to generate distributed word representations. 
DMNs is a new approach that determines the median vec-
tor of primary query term vectors to generate candidate 
expansion vectors, improving automatic IR (AIR) perfor-
mance and overcoming the limitations of the DANs meth-
od. DMNs can be integrated with AQE techniques such 
as BM25, EQE1, and V2Q models to generate a candidate 
expansion list. DMNs refers to a sentence embedding pro-
cess and can be trained faster for data with high syntactic 
variance, such as Arabic data. The explanations of how 
Word2Vec and DMNs function are provided below.

Word2Vec and DMNs are both powerful techniques in 
NLP, but they operate differently and serve distinct pur-
poses.

3.1.1. Word2Vec
•	 Word2Vec is a popular deep learning toolkit used 

for generating word vectors from a text corpus.
•	 It is based on the idea that a word’s meaning can be 

derived from its surrounding context within a vast 
text corpus.

•	 Word2Vec provides two primary models: CBOW 
and SG.

•	 CBOW: Estimates the target word from its sur-
rounding context words, like completing a missing 
word based on nearby words.

•	 SG: Predicts the surrounding context words from 
a given target word, akin to inferring the words 
around a specific word.

These models learn to represent words as dense, low-
dimensional vectors, where vectors for related words are 
positioned near each other in the vector space, capturing 
semantic relationships. Word2Vec’s vectors capture syn-
tactic and semantic similarities between words, enabling 
tasks like word analogy and similarity calculations.

3.1.2. Deep Median Networks (DMNs)
DMNs are a novel approach used to determine the 

median vector of primary query term vectors to generate 
candidate expansion vectors. Unlike other techniques that 
focus on average or summing vectors, DMNs prioritize 
the median vector, which represents a middle ground 
among the query terms. This approach is beneficial for 
capturing the essence of the query while avoiding poten-
tial biases introduced by extreme values or outliers. DMNs 
can be integrated with AQE techniques, such as BM25, 

EQE1, and V2Q models, to generate a candidate expan-
sion list that enhances the performance of IR systems. 
Additionally, DMNs excel in processing data with high 
syntactic variance, such as Arabic text, making them suit-
able for diverse linguistic contexts.

In summary, Word2Vec transforms words into dense 
vectors based on their contextual usage, capturing seman-
tic relationships, while DMNs focus on determining the 
median vector of query term vectors to improve query 
expansion and IR performance.

This study explores the effect of using the DMNs ap-
proach to expand query sentences in AQE. The approach 
is applied to three models, namely BM25 IR, EQE1-AQE, 
and V2Q-AQE. The Word2Vec CBOW technique is 
trained offline on the Arabic TREC 2001/2002 corpus col-
lection, and the dataset is divided into three groups. The 
researchers performed a search using the same corpus and 
evaluated the statistical information regarding the dataset, 
as shown in Table 1 (Farhan et al., 2021a). The study aims 
to improve the performance of AQE and overcome the 
limitations presented by the DANs technique.

Indeed, while the concept of using the median opera-
tion in DMNs seems intuitive, it has not been extensively 
explored in prior research, particularly in the context of 
query expansion. This gap in existing literature highlights 
the novelty and contribution of DMNs in introducing this 
approach to enhance query expansion techniques.

3.2. Basic Query Expansion Based on DMNs 
(BM25+DMNs)

The Okapi BM25 model is a ranking algorithm em-
ployed in IR to assess how relevant documents are to a 
specific search query (Robertson et al., 1995). It is ground-

Table 1. Statistics for Arabic TREC collections

Collection TREC 
2001

TREC 
2002

TREC 
2001/2002

No. of queries 25 50 75

Average No. of words/queries 4.88 3.28 4.08

No. of documents 383,872

No. of tokens 76 million

No. of unique words 666,094

Size (compressed) 209 MB

Size (uncompressed) 869 MB

Data from the article of Farhan et al. (2021a, Journal of Information 
Science, 49(5), 1168-1186).
TREC, Text REtrieval Conference.



Yasir Hadi Farhan, et al., Deep Median Networks for Arabic Query Expansion

41

ed in the probabilistic retrieval model and is an improve-
ment over the earlier Okapi BM model. BM25 takes into 
account the frequency of query terms in documents, 
document length, and term frequency within the entire 
document collection. It adjusts relevance scoring based on 
these factors, providing more accurate results compared to 
traditional term frequency-inverse document frequency 
(TF-IDF) models. BM25 is widely used in search engines 
and has been shown to perform well across various IR 
tasks (Lv & Zhai, 2011; Robertson & Zaragoza, 2009). 
Overall, the Okapi BM25 model offers a robust and effec-
tive approach to ranking documents based on their rele-
vance to a given query. Its ability to address the limitations 
of traditional TF-IDF models makes it a popular choice in 
modern IR systems (Croft et al., 2010). Equations 1 and 2 
present the general BM25 scoring functions.
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The formula for calculating relevance in this model 
involves several parameters, including k1, k2, and K, which 
are determined through experimentation. The variable 
qf represents the frequency of a term in a query, while dl 
represents the length of a document. Commonly used 
values for the parameters include k1=1.2, k2 ranging from 
0 to 1,000, and b=0.75. Additionally, avdl represents the 
average document longitude in the set.

It is easy to use AQE-based DMNs technique in the 
BM25 model, wherein the complete query terms form the 
input. Using a WE model, vectors were extracted for each 
query and a mean vector was created using the DMNs 
method proposed in the study. Thereafter, the vectors that 
were similar to the median vector were identified after 
using different cosine similarity techniques, as shown in 
Equation 3. These similar vectors were regarded as the po-
tential candidate expression vectors, while the candidate 
expansion terms that were associated with the extracted 
vectors were also identified with the help of a WE corpus. 
The highest-ranking ‘n’ candidates were selected as the 
terms for expanding the initial query.
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Equation 4 illustrates the CBOW framework of the 
Word2Vec model, which is utilized to derive vector repre-
sentations of terms. In this approach, the model uses the 
words surrounding a target word to predict its vector rep-
resentation. The equation incorporates two parameters: 
|C|, which denotes the overall count of words within the 
corpus, and c, which refers to the dynamic context size of 
the target word (i.e., the number of words surrounding the 
target word that are considered in the prediction process).
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Equation 5 is employed to determine the median vec-
tor from the initial query term vectors, where Xk is the 
ordered set of vectors for a certain query. n is the vector 
length, which is 300.

Here are the steps involved in the proposed approach:

1. Choose a user query Q containing n terms.
2. Use a pre-trained WE model to obtain a vector vi for 

each term ti in Q.
3. Compute the median vector m(vk) for the associated 

terms of Q using DMNs.
4. Use cosine similarity to calculate the similarity be-

tween m(vk) and all other vectors in the WE corpus.
5. Select the top k most similar vectors to m(vk) from 

the WE corpus, and create a set W containing the corre-
sponding vectors w1, w2, ..., wk.

6. Obtain the words tw1, tw2, ..., tk that match the vec-
tors w1, w2, ..., wk from the WE corpus using the pre-
trained model.

7. Incorporate the terms tw1, tw2, ..., tk into the initial 
query Q to create a revised query Q’.

8. Use the updated query Q’ to fetch documents.

3.3. Embedding-Based Query Expansion Method 
Using DMNs (EQE1+DMNs)

The EQE1 procedure was proposed in 2016 by Zamani 
and Croft (2016). This technique assumed the presence 
of conditional independence between all query terms, 
wherein it was stated that the candidate terms must be like 
the query terms, which are selected for expansion. Hence, 
the researchers proposed the incorporation of the DMNs 
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technique into the EQE1 approach for improving the ef-
ficiency and performance of the AIR retrieval.

The proposed EQE1+DMNs approach was carried out 
in the following manner. Initially, the original query term 
vectors, vi, were used for finding set W, wherein set W = 
{w1, w2, …, wk} displayed the vectors in the WE corpus 
which showed the highest similarity to the query term 
vectors, vi. Thereafter, based on the DMNs, the research-
ers calculated the Median Vector m(V). After this step, the 
researchers compared the vectors in Set W with the m(V). 
The vectors in Set W, which displayed a similarity to m(V) 
→ 0.7, were selected. Thus, the vectors that were selected 
were used for determining their similar and correspond-
ing words in a WE corpus. These new terms would be 
added to the primary query for acquiring the new query. 
This newly acquired query would be used for retrieving 
the new documents.

Here are the steps for the proposed Embedding-Based 
Query Expansion Method using Dynamic Memory Net-
works (EQE1+DMNs):

1. Start with a user query Q consisting of n terms.
2. Using the created WE model, obtain the correspond-

ing vector vi from the WE corpus for each term ti in Q.
3. Calculate the cosine similarity between the median 

vector m(vk) of associated terms (computed using DMNs) 
and all the other vectors within the WE corpus.

4. The top-k vectors most similar to vi in the WE cor-
pus and set W were chosen.

5. Compute the median vector m(vk) of associated 
terms using DMNs.

6. Calculate the cosine similarity between m(vk) and 
vectors in set W.

7. Choose the vectors from set W that have a similarity 
score of 0.7 or higher for m(vk).

8. Retrieve the words corresponding to the selected 
vectors w1, w2, …, wk from the corpus based on the cre-
ated WE model.

9. Incorporate the chosen words into the original query 
Q to form a revised query Q’.

10. Use the updated query Q’ to fetch documents.

3.4. Prospect-Guided Query Expansion Strategy Based 
on DANs (V2Q+DMNs)

During the application of the proposed techniques, the 
researchers have suggested using the median vectors of 
the DMNs for generating the expansion candidate vectors. 
It was seen that this median vector is not affected by their 
place of query terms present in a vector space. Further-

more, the median vector is regarded as the real vector in a 
vector space, not like the average vector in the DANs that 
was described earlier (Farhan et al., 2021a; 2021b). The 
average vector was a random number present in the WE 
vector space. This new method is named as V2Q+DMNs. 
This method could improve V2Q performance, since 
the candidate expansion set is developed with the help of 
a median vector rather than using the direct individual 
query terms.

This strategy is implemented in the following manner: 
Step 1 involves finding set W = {w1, w2, …, wk}, wherein 
it consists of vectors in the WE corpus which showed 
the highest similarity to the primary query term vectors. 
Thereafter, the researchers determined the m(V) (me-
dian vector) for these primary query term vectors. They 
also determined Set V = {v1, v2, …, vk}, which included 
the vectors which showed the highest similarity to the 
m(V) in this WE corpus. Thereafter, they calculated the 
similarity (with the help of the cosine similarity) between 
all vectors in Sets W and V and the m(V), and selected 
the vectors from both the sets which showed the highest 
similarity to m(V). Lastly, the vectors that were selected 
were used for deriving the real words from the WE corpus 
with the help of the WE model. These new words were 
then added to the basic query and the documents were 
retrieved using this new query.

This method hypothesized that the m(V) vector was 
placed in the centre of the query term vectors present in 
the vector space. This vector highlighted the actual mean-
ing of the complete query. Thus, it could be seen that the 
candidate expansion terms that were generated using this 
proposed vector could be useful expansion terms.

Here is a paraphrased version of the given steps:

1. Choose a user query Q consisting of n terms.
2. For each term ti in the query Q, use the WE model 

to derive the associated vector vi.
3. Calculate the cosine similarity between vi and every 

other vector in the WE corpus.
4. Choose the k vectors most similar to vi from the 

corpus and compile them into a set W.
5. Compute the median vector m(vk) for each vector vi 

by using DMNs to associate terms with vectors.
6. Compute the cosine similarity between m(vk) and 

every other vector in the WE corpus.
7. Identify the k vectors in the corpus that are closest to 

m(vk) and assemble them into a set V.
8. Compare the vectors in set W and set V to m(vk).
9. Select the vectors in the intersection of W and V that 
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have a cosine similarity to m(vk)≥0.7.
10. Retrieve the words corresponding to the vectors in 

set W and set V from the WE corpus.
11. Include the retrieved words in the original query Q 

to create an updated query Q’.
12. Use the revised query Q’ to get new documents.

4. EXPERIMENTS

4.1. Experimental Setup
In the experimental setup, the researchers meticulously 

selected and compared various techniques, including 
the primary BM25 model, DANs, EQE1, and V2Q tech-
niques, alongside the proposed DMNs-based expansion 
approaches. To ensure a comprehensive evaluation, these 
approaches were benchmarked against each other using 
standard evaluation metrics. Additionally, the researchers 
utilized the TREC 2001/2002 Arabic newswire dataset, 
a widely accepted benchmark for evaluating Arabic text 
retrieval systems, which comprises news articles from the 
Middle East published between 1994 and 2000. This da-
taset has been used recently by many researchers involved 
in the retrieval of Arabic texts (Abdelali et al., 2016; Dar-
wish & Ali, 2012; El Mahdaouy et al., 2018a). It was seen 
that the TREC 2001/2002 Arabic newswire consisted of 
three standard TREC collections, i.e., TREC 2001, con-
taining 25 queries; TREC 2002, containing 50 queries; and 
TREC 2001/2002, containing 75 queries. Moreover, the 
creation of the WE corpus using the Word2Vec (Mikolov 
et al., 2013) process involved processing 383,872 of Arabic 
newspaper articles from Agence France Presse, resulting 
in a comprehensive dataset exceeding 1 GB in size after 
encoding and distribution.

Regarding preprocessing, stemming was applied to the 
dataset using the Farasa stemmer (Abdelali et al., 2016), a 
recognized tool for Arabic language processing, to address 
the significant impact of stemming on the performance 
of Arabic text retrieval systems. The Farasa stemmer was 
seen to be a very effective stemmer for the Arabic lan-
guage (El Mahdaouy et al., 2018a). Stemming helps in re-
ducing words to their root form, enhancing the efficiency 
and effectiveness of retrieval processes. Furthermore, the 
researchers ensured a consistent experimental setup by 
retrieving 100 documents for each query and considering 
nine baselines for evaluation, i.e., (1) Probabilistic Okapi 
BM25 model (without expansion); (2) BM25+DANs, 
proposed by Farhan et al. (2021a); (3) BM25+DANs-
PRF, proposed by Farhan et al. (2021b); (4) Embedding-
based Query Expansion (EQE1) (Zamani & Croft, 2016); 

(5) EQE1+DANs, proposed by Farhan et al. (2021a); (6) 
EQE1+DANs-PRF, proposed by Farhan et al. (2021b); 
(7) Prospect-Guided QE strategy (V2Q) strategy; (8) 
V2Q+DANs, proposed by Farhan et al. (2021a); and (9) 
V2Q+DANs-PRF, proposed by Farhan et al. (2021b), cov-
ering a range of AQE techniques and their variants. These 
baselines included models without expansion, expansion 
models with DANs, EQE1, and V2Q, as well as their PRF 
variants proposed in previous studies.

For implementation, the experiments utilized the 
Whoosh search engine library in Python, a popular tool 
for constructing search engines and assessing retrieval 
systems (Mukherjee & Kumar, 2019). The semantic simi-
larity between terms was determined by calculating the 
cosine similarity of their WE vectors, providing a quanti-
tative measure of similarity between words in the embed-
ding space. Additionally, the assessment metrics employed 
included MAP and Precision at the top 10 retrieved docu-
ments (P@10), provided insights into the effectiveness of 
the proposed DMNs-based AQE approach compared to 
existing techniques. Overall, the experimental methodol-
ogy was carefully designed and executed to ensure robust 
evaluation and reliable comparisons between different 
AQE methods.

4.2. Metrics for Assessing Performance
The evaluation of the retrieval performance of the pro-

posed DANs AQE approach and the four baselines was 
conducted using MAP of the top 100 ranked documents 
as the primary metric. Additionally, P@10 was also con-
sidered. Recall-precision curves were generated to depict 
the performance of each method across various standard 
recall levels. The formulas for calculating each perfor-
mance metric are provided below.
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In the equation provided, “Ret” refers to the total num-
ber of documents that are retrieved by the search engine, 
while “Rel” refers to the total number of documents that 
are considered relevant within the dataset being evaluated.

http://www.jistap.org



44

Vol.12 No.3

https://doi.org/10.1633/JISTaP.2024.12.3.3

 

𝐴𝐴𝑃𝑃 𝑃 ∑ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃� ∙ ∆𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅��
��� . 

 

 
The precision at each rank i of the retrieved docu-

ments is multiplied by the change in recall from items i-1 
to i, and the resulting values are summed up to obtain the 
average precision. Here, the variable n refers to the overall 
number of retrieved documents, and Precisioni is the pro-
portion of relevant documents among the top i retrieved 
documents. ∆Recalli is the difference in recall between the 
top i-1 and top i retrieved documents.

5. FINDINGS AND ANALYSIS

Table 2 displays precision at 10 and values of MAP 
for each of the proposed AQE methods and the baseline 
approaches. The values in mark a) signify that this value 
has outperformed the baseline approach when utilizing 
DMNs technique. The experiments have been carried out 
on three dataset collections: TREC 2001, TREC 2002, and 
TREC 2001/2002. TREC 2001 has 25 queries, TREC 2002 
has 50, and TREC 2001/2002 blends the first two collec-

tions with 75 queries. The collections hit the same dataset 
corpus. In the experiments, the top 100 retrieved docu-
ments were considered.

The AQE methods evaluated include BM25+DMNs, 
EQE1+DMNs, and V2Q+DMNs, where DMNs are 
utilized to identify and select potential candidate ex-
pansion terms. These methods are compared against 
baseline approaches such as BM25 (without expan-
sion), BM25+DANs, EQE1, EQE1+DANs, V2Q, and 
V2Q+DANs methodologies.

The recommended methods were compared against 
the probabilistic model BM25 (without expansion), 
and the BM25+DANs, EQE1, EQE1+DANs, V2Q, and 
V2Q+DANs methodologies. Table 2 depicts the experi-
ment outcomes of all methodologies with regards to MAP 
and indicates P@10. The hypothesis assumes that DMNs 
can recommend more pertinent expansion terms, and can 
overpower the drawbacks of DANs, which would later en-
hance the AIR systems’ retrieval performance.

Generally, the experiment outcomes depicted in Table 
2 indicate that the improved BM25+DMNs are outclass-
ing the BM25, BM25+DANs, and BM25+DANs-PRF 

Table 2. MAP and P@10

Technique

Collection

TREC 2001 TREC 2002 TREC 2001/2002

MAP P@10 MAP P@10 MAP P@10

Technique 1

   BM25 31.30 42.10 28.70 35.80 29.50 37.90

   BM25+DANs 19.40 26.20 28.50 39.60 25.40 35.10

   BM25+DANs-PRF 25.60 22.90 29.30 37.60 31.10 34.50

   BM25+DMNs 32.30a) 55.50a) 37.20a) 40.10a) 34.90a) 47.80a)

Technique 2

   EQE1 30.70 42.90 25.70 33.50 26.90 30.40

   EQE1+DANs 30.70 42.90 25.70 33.50 26.90 30.40

   EQE1+DANs-PRF 31.30 43.00 30.20 34.30 32.30 34.20

   EQE1+DMNs 32.30a) 51.00a) 39.80a) 42.70a) 36.10a) 46.80a)

Technique 3

   V2Q 27.00 35.20 26.20 33.30 26.50 33.90

   V2Q+DANs 30.20 38.90 32.90 43.90 32.00 42.30

   V2Q+DANs-PRF 28.30 35.70 31.20 34.60 30.70 34.10a)

   V2Q+DMNs 32.20a) 59.30a) 36.60a) 45.60a) 34.40a) 52.40a)

MAP, mean average precision; P@10, precision at the top 10; TREC, Text REtrieval Conference; DANs, deep averaging networks; PRF, pseudo 
relevance feedback; EQE1, Embedding-Based Query Expansion Method; V2Q, Prospect-Guided Query Expansion Strategy.
a)The values signify that this value has outperformed the baseline approach when utilizing DMNs technique.
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models with regard to MAP and P@10 for all TREC col-
lections. Furthermore, on comparison with the baseline 
approaches EQE1, EQE1+DANs-PRF, and EQE1+DANs, 
the EQE1+DMNs method indicates the highest MAP 
and P@10 values for TREC 2001, TREC 2002, and TREC 
2001/2002, and considerably outclasses the baseline ap-
proach EQE1 and EQE1+DANs. Moreover, the suggested 
V2Q+DMNs method significantly outshines their baseline 
methodologies V2Q, V2Q+DANs, and V2Q+DANs-PRF 
with respect to Precision at 10 and MAP at 10 for each of 
the TREC data sets.

In summary, in Table 2, the experimental results were 
presented in detail to compare the performance of differ-
ent AQE methods and baseline approaches across three 
TREC dataset collections. Each method’s P@10 and MAP 
scores are provided, allowing for a comprehensive evalu-
ation of their retrieval effectiveness. The AQE methods 
considered, such as BM25+DMNs, EQE1+DMNs, and 
V2Q+DMNs, leverage DMNs to select expansion terms, 
aiming to address query-document vocabulary mismatch 
and enhance search results. The comparison against base-
line approaches, including BM25, BM25+DANs, EQE1, 
EQE1+DANs, V2Q, and V2Q+DANs, allows for insights 
into the relative performance improvements achieved by 
integrating DMNs. By analysing the results, it can be iden-
tified which AQE methods yield the highest precision and 
MAP values, thereby informing decisions regarding the 
selection and implementation of query expansion tech-
niques in IR systems.

Finally, our research results diverge from early studies, 
primarily in the incorporation of DMNs for query expan-
sion within the context of IR. While previous studies may 
have explored AQE techniques using traditional methods 
or simpler models, this research introduces a novel ap-
proach by leveraging DMNs to generate candidate expan-
sion terms based on the median vector of query term 
vectors derived from Word2Vec WE. This departure from 
conventional methods results in significant improvements 
in retrieval performance, as demonstrated through em-
pirical evaluation against established techniques, includ-
ing Okapi BM25, V2Q, EQE1, and their variations with 
DMNs.

6. CONCLUSIONS, FUTURE WORKS, AND 
LIMITATIONS

In conclusion, this study proposed the utilization of 
DMNs in improving the performance of AIR. By leverag-
ing DMNs to generate candidate expansion terms based 

on the median vector of query term vectors derived from 
Word2Vec WE, the study aimed to address limitations 
in existing techniques. Comparative analysis with vari-
ous methods including Okapi BM25, V2Q, V2Q+DANs, 
BM25+DANs, EQE1, and EQE1+DANs revealed sig-
nificant improvements in retrieval performance with the 
incorporation of DMNs into WE models and the BM25 
model. Specifically, BM25+DMNs utilized the median 
vector of original query term vectors for expansion, while 
EQE1+DMNs and V2Q+DMNs combined original query 
term vectors with the median vector of DMNs. This ap-
proach yielded more relevant expansion terms compared 
to the DANs method. Key findings underscored the ef-
fectiveness of DMNs in enhancing query expansion and 
ultimately improving search results.

In looking toward future research endeavours, future 
research should delve into the semantic aspects of query 
terms to further refine retrieval techniques and ensure the 
retrieval of even more relevant terms. By delving deeper 
into the semantic understanding of queries, researchers 
can continue to refine and advance IR methodologies. 
This study’s contribution lies in not only proposing a nov-
el approach but also demonstrating its efficacy through 
empirical evaluation against established techniques. The 
findings underscore the potential of DMNs to enhance 
query expansion processes, offering valuable insights for 
the ongoing evolution of IR systems.

While the study addresses several limitations, further 
considerations could encompass potential challenges in 
implementing the proposed model and its generalizability. 
Challenges in implementation may arise due to computa-
tional complexity and resource requirements, particularly 
in real-world applications where computational resources 
may be limited. Additionally, integrating the DMNs-based 
AQE approach into existing IR systems may necessitate 
significant modifications to infrastructure and workflows. 
Moreover, the study’s findings may have limited gener-
alizability beyond the specific context and dataset used. 
Variations in dataset characteristics, such as document 
lengths and domain-specific terminology, could impact 
the model’s performance. Additionally, factors such as the 
quality and size of the training corpus for WE, as well as 
parameter choices, may influence the effectiveness of the 
model across different languages, domains, and datasets. 
Thus, while the study provides valuable insights, further 
research is needed to validate its applicability in diverse 
contexts.

Future research endeavours should emphasize the di-
vergence of our results from prior studies, highlighting 
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the efficacy of DMNs in query expansion. Furthermore, 
exploring the integration of DMNs into related libraries 
and databases could enhance IR methodologies, fostering 
advancements in library and information science research.

7. AUTHOR CONTRIBUTIONS

The author contributions can be summarized as fol-
lows:

1. Proposal of DMNs Integration: The study proposes 
the integration of DMNs into the AIR process to improve 
performance.

2. Utilization of DMNs for Candidate Expansion 
Terms: By leveraging DMNs, the study aims to generate 
candidate expansion terms based on the median vector of 
query term vectors derived from Word2Vec WE, address-
ing limitations in existing techniques.

3. Comparative Analysis and Evaluation: The study 
conducts a comparative analysis with various methods, 
including Okapi BM25, V2Q, V2Q+DANs, BM25+DANs, 
EQE1, and EQE1+DANs, demonstrating significant im-
provements in retrieval performance with the incorpora-
tion of DMNs into WE models and the BM25 model.

4. Identification of Future Research Directions: The 
study suggests future research directions, focusing on 
delving into the semantic aspects of query terms to further 
refine retrieval techniques and ensure the retrieval of even 
more relevant terms, offering valuable insights for the on-
going evolution of IR systems.

Overall, the contributions include proposing a novel 
approach, demonstrating its effectiveness through empiri-
cal evaluation, and identifying potential future research 
directions for advancing IR methodologies.
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