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Abstract 

Visual communication is widely used and enhanced in modern society, where there is an increasing demand for 

spirituality. Museum robots are one of many service robots that can replace humans to provide services such as 

display, interpretation and dialogue. For the improvement of museum guide robots, the paper proposes a human-

robot interaction system based on visual communication skills. The system is based on a deep neural mesh 

structure and utilizes theoretical analysis of computer vision to introduce a Tiny+CBAM mesh structure in the 

gesture recognition component. This combines basic gestures and gesture states to design and evaluate gesture 

actions. The test results indicated that the improved Tiny+CBAM mesh structure could enhance the mean average 

precision value by 13.56% while maintaining a loss of less than 3 frames per second during static basic gesture 

recognition. After testing the system's dynamic gesture performance, it was found to be over 95% accurate for all 

items except double click. Additionally, it was 100% accurate for the action displayed on the current page. 
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1. Introduction 

The rapid advancement of wireless network technology, communication, and computing has greatly 

contributed to the overall progress of society [1,2]. Robot skills are often seen as a representative 

characteristic of scientific and technological progress, encompassing communication and artificial 

intelligence abilities. They are a product with a high level of technical proficiency [3,4]. In light of the 

service realms and objects of the robot system, intelligent robots can generally be divided into three 

categories: industrial robots, life service robots, and specialized robots in other fields. Among them, 

service robots primarily serve human beings and provide convenience for human economy and life [5]. 

Various application scenarios have various requirements for robots, and there are also many engineering 

designs for robots [6,7]. From an appliance scenario perspective, museum guide robots are a type of 

service robot that can replace manual labor to provide multiple services. They not only provide a good 

user experience but also save manpower. Therefore, this paper focuses on the increasing spiritual needs 

of the Chinese people and explores the use of museums as a scenario for studying the human-computer 

interaction (HCI) system. The goal is to improve the service function, attractiveness, and service level of 

museums by enhancing the museum guide function. 
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1.1 Related Work 

Due to the crucial role of vision in human-machine interaction, computer vision-based user interfaces 

have a significant impact on the development of perceptual interfaces. This has garnered attention from 

numerous experts and scholars. Fang et al. [8] developed a computer vision-based technique to detect 

seat belt usage among workers at heights. The technique used two convolutional neural network models 

to determine whether a worker is wearing a seat belt. The test results indicated that the accuracy rate of 

the convolutional neural network model was 80%, the recall rate was 98%, and the accuracy rate of the 

regional convolutional neural network was 99% and the recall rate was 95%. Brkic et al. [9] proposed a 

computer vision-based de-identification pipeline to study neural art algorithms. The algorithms presented 

pedestrian images in various styles using the responses of deep neural networks. The appearance of 

segmented pedestrians was changed for identification. The technique successfully completed the 

identification of non-living organisms, soft organisms, etc., in experiments. Garcia-Pulido et al. [10] 

developed an automatic expert system based on computer vision to address the flawed navigation ability 

of unmanned aerial vehicles. The system aided in safe landings by locating drones and platforms. 

As a representative characteristic of scientific and technological progress integrating artificial 

intelligence, news, and communication, robots have attracted the attention of many scholars at home and 

abroad. Shuai and Chen [11] combined motion planning with neural networks to enable robots to recognize 

human interference, sensor errors, and part wear during motion execution. This was a step towards creating 

autonomous service robots that could tolerate unexpected environmental changes. Wang et al. [12] 

designed a new iterative learning control technique for perspective dynamic systems for the uncertainty 

in path tracking of portable service robots. Experiments indicated that the framework ran efficiently and 

met the trajectory accuracy requirements of portable service robot path tracking. Sawadwuthikul et al. 

[13] proposed a framework for communicating visual targets to robots through interactive two-way 

communication. The test results indicated that the proposed framework could help reduce the number of 

required bidirectional interactions and increase the robustness of the predictive model. 

In summary, the exchange of news between humans and computers has been studied in the fields of 

neuroscience, news science, intelligence science, and psychology, and has yielded positive results. 

However, there is a lack of research on human spiritual needs. It is important to note that spiritual needs 

evolve with social progress. For example, modern people's concept of going to museums and their 

requirements for museums are various from those in the past. In addition, science and skill are constantly 

improving, and the museum itself needs to adapt to the times and change. Therefore, based on the visual 

communication skill, the study has carried out a new design of the HCI system of the museum guide 

robot. 

 

 

2. Construction of a Museum Guide Robot HCI System based on 

Visual Communication Skill 

2.1 Improved Gesture Recognition based on Deep Neural Network 

The HCI system of the museum guide robot has multiple functions, including basic news management, 

voice interaction management, gesture recognition, and path navigation. The study primarily emphasizes 
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gesture recognition experiments and analysis. Gestures are considered as a natural and intuitive way of 

HCI, and gesture-based HCI skill has important study and appliance value [14,15]. The deep neural 

network model has a strong ability to learn nonlinearly, making it a popular choice for gesture 

recognition. YOLOv4-Tiny is a target detection grid constructed from convolutional neural lattices, 

which is fast and lightweight, and it is very suitable for gesture recognition. Therefore, the paper expects 

to carry out a study on the construction of a human-robot interaction system for museum tour guide robots 

from the YOLOv4-Tiny network. The structure of the YOLOv4 small object detection network is shown 

in Fig. 1. 

 

 
Fig. 1. YOLOv4-Tiny structure diagram of target detection network. 

 

The Conv-Batch normalization-Leaky ReLU (CBL) layer, CSP layer and pooling layer constitute the 

backbone feature network. The CBL layer consists of convolution operations, batch normalization and 

activation functions. The expression of convolution is shown in Formula (1): 

 

���� = ���,���,� + ��

�,�

 (1) 

 

In Formula (1), the two position parameters of the convolution kernel are expressed as i and j. The data 

in the original image of the location is represented as ��,�. The data j in the convolution kernel of the 

location is represented as ��,�. The weight of this position is expressed as �. The convolution Kernel size 

is denoted as 	. The pooling layer has features that combine similar semantics, which can reduce the 

number of network parameters and the dimension of the feature map. The calculation is shown in Formula 

(2): 

 �� = 
���
������� + �� (2) 

 

In Formula (2), �� and ���� represent the j feature mapping in the pooling layer and convolution layer. 
� and �� represent the weight and offset of the j feature mapping in the pooling layer. ��
� represents 

the pooling function. The role of the fully connected layer is to convert the two-dimensional feature map 

into a one-dimensional feature vector. To improve the feature extraction capability while increasing the 
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detection accuracy of the model on the basis of ensuring a certain recognition speed, the attention 

mechanism module is introduced in the feature fusion network to improve the YOLOv4-Tiny network. 

In Fig. 2, the attention mechanism module is positioned after the two effective feature layers to enhance 

the model's ability to represent the features. 

 

2.2 Dynamic Gesture Recognition based on Static Basic Gestures 

After obtaining the static basic gesture, it is necessary to use dynamic gesture recognition to track and 

judge the gesture action, which can be divided into five parts, as shown in Fig. 2. 

 

 
Fig. 2. Steps of dynamic gesture recognition. 

 

In Fig. 2, the dynamic gesture recognition contains five parts: move, click, page change, exit, and 

indicate. The first time a gesture appears in the screen is recorded as follows. The movement �� of the 

hand is recorded as ��. The action is recorded as maintained ��. The translation of the hand is recorded 

as �	�. The rotation of both hands is recorded as �
. When a single-finger gesture appears for the first 

time ��, the current action is defined as establishing a moving area, denoted as ��. The finger-tip position 

coordinate of single gesture �� is set as (�
 , �
). The width and height of the selection box are set as ���  

and ℎ	�. The width of the moving area is ��. The height is ��. The width and height of the screen area 

are ��
 and ��
. The width and height of the camera capture area are �
� and �
�. Then the size of the 

moving area is shown in Formula (3): 

 

����,��� = �4��� ,
���

��

� ,�� ≤ �
����,��� = ��
� ,�
��,�� > �
�

. (3) 

 

In Formula (3), the size and position of the moving area and the camera area covered are �� and �
�. 

After setting the moving area, the mapping relationship between the position of the fingertip of the single-

finger gesture and the position of the screen area is established. Assuming that the coordinate position of 

the upper left corner of the screen area is (0,0), the coordinate of the fingertip position is ���
 , ��
�, and 

the coordinate of the upper left corner of the moving area is ���, ���, as shown in Formula (4): 

 

����,�
�
� = �0,0�,�� ≤ �
����,�

�
� = ��
 −

���

��

, �
 −
���

��

� ,�� > �
�

. (4) 

 

After the moving area is set, the target is tracked. The specific gesture action commands based on the 

duration of gesture retention are divided. The action of controlling page switching is called a page change 

action. The pre-page change action is expressed as ���. The page change action is expressed as ���, as 
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shown in Formula (5): 

 

���� = �� + ��

��� = ��� + �	�

������,��� < 30° & �������,��� > 0.6����(�)

. (5) 

 

When the target shows a five-finger gesture after being tracked, it is a pre-exit action, denoted as ���. 

When the fist gesture appears again, it is an exit action, denoted as ��, as shown in Formula (6): 

 

�� = ��� + ��, 10���,��� > 0.1 & 	�2 > 0.5  . (6) 

 

In Formula (6), !�� 
is the duration of the five-finger gesture. After target tracking, if both targets are 

five-finger gestures, they are recorded as ��� and ���. The pre-screening action is shown in Formula (7): 

 

"��� = ��1 + ��2 + ��
�����#,$� < 30° & ������#,$� > ����(#)

. (7) 

 

In the light of the relative angle size and the length of time in the show judgment state, it is segmented 

into the current page indicate and the start page show, as shown in Formula (8): 

 

⎩⎪⎨
⎪⎧��� = ��� + ��

���	�
,�� < 30° & �
��
�
,�� > ���
(
)

��� = ��� + ��

���	�
,�� > 60° & ��3 > 0.5 


. (8) 

 

In Formula (8), when the relative angle is less than 30°, and the relative distance keeps getting smaller 

until it is smaller than the width of the marquee, the current page is shown. When the relative angle keeps 

increasing until it is greater than 60°, and the projection judgment state time is greater than 0.5 seconds, 

it is the start page show. The study uses mean average precision (mAP) and a performance metric to 

validate the validity and superiority of the study method. The mAP is a crucial metric in target detection. 

It is calculated as a weighted average of the correct detection rates for all categories. Frames per second 

(FPS) is the number of images that can be processed per second or the time it takes to process an image, 

and is used to evaluate the efficiency of an algorithm's operation. 

 

 

3. Performance Analysis of HCI System of Museum Guide Robot 

The migration learning idea is used, and the YOLOv4-Tiny. The conv.29 weights pre-trained on the 

COCO dataset from the YOLO website are used as the initial weights for training. The batch size is set 

to 64, the sub-vision is 8, the momentum parameter is 0.9, the weight decay is 0.0005, the maximum 

number of training iterations is 5,000 and the initial learning rate is 0.001. The experimental dataset is 

obtained from a large number of videos of gesture news collected using a crowd-sourcing approach. 

Dividing the 2,750 data sets into 2,305 training sets and 445 test sets. Based on the network structure of 

the first to eighth convolutional layers, the loss curve of the 5,000 iteration training and validation set is 

shown in Fig. 3. 
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(a)  (b) 

Fig. 3. Fully convolutional network (FCN) corresponding loss of various convolution layers: (a) training 

set and (b) validation set. 

 

As the number of convolutional layers decreases, the convergence speed becomes slower. When there 

are only 3 convolutional layers left, the model cannot converge. When combined with 8 to 4 convolu-

tional layers, with the reduction of the number of convolutional layers, the running speed becomes faster, 

and the space required for the model becomes smaller, so the study chooses 4 convolutional layers. In 

the study, gesture recognition is used to design the news interaction system, and the graphics are designed 

accordingly. In gesture recognition, the domain average technique is used to denoise the gesture news. 

Therefore, in the test, the gesture news is denoised first. The effect is analyzed to determine whether the 

gesture recognition news in the system can be used, as shown in Fig. 4. 

 

 
(a)  (b) 

Fig. 4. Denoising effect of gesture news: (a) noisy signal and (b) denoising processing. 

 

In Fig. 4(a), the gesture signal has obvious burrs at various positions, indicating that there is a 

connection between the points in the gesture signal at this time, and the noise is obvious. Fig. 4(b) shows 

the changes in gesture signals after denoising using domain averaging technology. At this point, the 

outline of the gesture image is clear and the meaning conveyed by the gesture can be well recognized. 

The above results indicate that domain averaging technology can effectively remove noise from the initial 

gesture image, making it have clear gestures and distinct features. The static basic gesture recognition 

results of YOLOv4-Tiny network and improved Tiny+CBAM network are shown in Fig. 5. 

In Fig. 5, it can be observed that the mAP of the Tiny+CBAM network has increased by 13.56% 

compared to YOLOv4-Tiny, and the loss is less than 3 FPS. The operational efficiency of the HCI system 

based on this network is much higher than the other three. The results of dynamic gesture recognition 

detection are shown in Table 1. 
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Fig. 5. Four kinds of network mAP test results. 

 

From Table 1, the study has carried out practical appliance detection on the designed actions and 

possible wrong actions. The total number of actual appliances is 1,600, the total number of false detection 

is 56, and the total correct rate is 96.5%. Among them, except the number of page changes is 400 times, 

the rest of the actions are 200 times. The accuracy rates of click, page change, exit, current page display, 

and start page display are all over 95%, and the accuracy rate of double-click is the lowest, which is 91%. 

In addition, the current page shows no false detection in the 200 actual appliance times. 

 

Table 1. Statistical table of practical appliance results of dynamic gesture recognition 

 Number of samples Number of false detection Accuracy (%) 

Single click 200 8 96.0 

Double-click 200 18 91.0 

Page change 400 14 96.5 

Sign out 200 6 97.0 

Current page show 200 0 100 

Start page show 200 2 99.0 

Wrong action 200 8 96.0 

Total 1,600 56 96.5 

 

 

4. Conclusion 

Perceiving human-computer interface is the progress tendency of HCI in the future. Among them, the 

skill of human-computer interface based on machine vision has also received increasing attention from 

researchers. To improve the performance of the museum guide robot, a study based on visual 

communication skills and the introduction of deep neural networks to the HCI system was proposed, 

which could result in a new design for the museum guide robot. The static basic gesture recognition 

utilized the Tiny+CBAM network, which integrates an attention mechanism. The dynamic gesture 

recognition also employed the basic gesture in combination with the gesture state. The results suggested 

that selecting four layers from the multilayer convolutional layers was the most suitable option. In the 

performance test of the YOLOv4-Tiny network and the Tiny+CBAM network, the mAP test results for 

the two networks were 81.97% and 95.53%, respectively. The mAP of the Tiny+CBAM network was 

improved by 13.56%. With a total sample of 1,600 actions, the total number of false detection of the 
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system was only 56, and the correct rate could reach 96.5%. The system improves the recognition 

accuracy and ensures the ductility of gesture actions while maintaining high speed and light weight. The 

study is carried out in various experiments indoors. Future research can also consider how to perform 

accurate gesture segmentation outdoors to further improve the robustness of recognition algorithms and 

gesture segmentation. 
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