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Abstract 

 
Humidity is an important parameter in meteorology and is closely related to weather, human 
health, and the environment. Due to the limitations of the number of observation stations and 
other factors, humidity data are often not as good as expected, so high-resolution humidity 
fields are of great interest and have been the object of desire in the research field and industry. 
This study presents a novel super-resolution algorithm for humidity fields based on the 
Wasserstein generative adversarial network(WGAN) framework, with the objective of 
enhancing the resolution of low-resolution humidity field information. WGAN is a more stable 
generative adversarial networks(GANs) with Wasserstein metric, and to make the training 
more stable and simple, the gradient cropping is replaced with gradient penalty, and the 
network feature representation is improved by sub-pixel convolution, residual block combined 
with convolutional block attention module(CBAM) and other techniques. We evaluate the 
proposed algorithm using ERA5 relative humidity data with an hourly resolution of 
0.25°×0.25°. Experimental results demonstrate that our approach outperforms not only 
conventional interpolation techniques, but also the super-resolution generative adversarial 
network(SRGAN) algorithm. 
 
 
Keywords: super-resolution, generative adversarial network, relative humidity, deep 
learning, gradient penalty. 
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1. Introduction 

Relative humidity is an indicator that describes the amount of water contained in the air, it 
indicates the amount of water vapor in the air and the temperature at which the ratio of the 
maximum amount of water vapor that can be held. The higher the value of relative humidity, 
the more water is present in the air. In meteorology, relative humidity is a crucial indicator for 
measuring the moisture content of the air. When the relative humidity reaches a certain level, 
the water vapor in the air can condense into clouds and rain, leading to precipitation. As such, 
meteorological disasters are closely linked to relative humidity. For example, in events such 
as tropical cyclones and heavy rain, the relative humidity in the air is often very high. By 
monitoring changes in relative humidity, meteorologists can predict and detect these 
meteorological disasters. However, obtaining high-quality relative humidity grid data can be 
challenging, owing to limitations in the number and distribution of meteorological observation 
stations. 

Artificial intelligence technology is advancing rapidly, with its applications expanding 
across various fields, including meteorology. The integration of neural networks enables more 
accurate weather predictions, enhancing forecasting precision through intelligent algorithms. 
Data mining and big data analysis can also be used to analyze meteorological data and improve 
our understanding of weather trends. In conclusion, the integration of artificial intelligence 
with meteorology can help us better understand weather and provide more accurate forecasts. 
Image super-resolution reconstruction is a classic technique in the field of computer vision [1]. 
The rapid development of convolutional neural networks has led to significant advancements 
in image super-resolution technology, which has found successful applications in various 
fields of computer vision and image processing, including medical and satellite image 
processing [2][3]. Super-resolution technology enhances the resolution of a low-resolution 
image, typically by estimating and filling in missing pixel values through grid densification. 
Downscaling techniques for meteorological data involve transforming low-resolution, large-
scale global climate models into high-resolution, regional climate models with the aim of 
obtaining meteorological data with higher spatial resolution. The common downscaling 
methods include dynamic downscaling and statistical downscaling [4]. Using a grid of 0.5° × 
0.5° as an example, within a range of 0.25° resolution, this area encompasses 2 × 2 grid point 
data. After undergoing a 5-fold super-resolution process, the original 2 × 2 grid points are 
further subdivided within the same range to yield a resolution of 0.05°, resulting in a grid of 
10 × 10 points. This process exemplifies downscaling, where grid point data for a specific 
region undergo refinement to acquire more detailed information within the same extent. It has 
similar scenarios with super-resolution and can draw on the relevant technologies of artificial 
intelligence in super-resolution for the field of meteorological downscaling. 

GANs [5] have become a popular type of deep model for image super-resolution in recent 
years. Generative adversarial network(GAN) consists of two models: the generator and the 
discriminator. The generator is responsible for generating new images, while the 
discriminator's role is to distinguish between the generated images and real images. During 
GAN training, the generator and discriminator interact with each other, with the generator 
improving its ability to generate more realistic images, while the discriminator becomes more 
proficient in distinguishing between real and generated images. This article applies the idea of 
GAN used in image super-resolution to the generation of humidity field super-resolution 
products, and proposes a GAN-based algorithm for humidity field downsampling. To 
overcome the problem of unstable training and difficult convergence of GAN, this paper uses 
GAN with Wasserstein distance and replaces gradient clipping with gradient penalty [6]. To 
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evaluate the proposed algorithm's effectiveness, ERA5 hourly relative humidity data [7] is 
used for super-resolution experiments and result analysis. This research makes the following 
main contributions: 
1. The low-resolution images are convolved with convolutional kernels of different sizes, 

which can capture more details compared to using a single kernel size. This approach can 
effectively recover the details of low-resolution images. 

2. To raise the generalization performance of the model, residual structure [8] and batch 
normalization [9] are used in this paper. CBAM [10] is also incorporated into the residual 
structure, which improves not only the generalization ability but also the feature 
representation ability and accuracy of the model. 

3. By incorporating a recurrent structure to fuse temporal information, the model 
performance is enhanced. Downscaling and super-resolution, while sharing similarities, 
are distinct. Utilizing super-resolution techniques to address meteorological challenges 
represents a forward-looking approach. Through the application of deep learning, we aim 
to ensure data accuracy while elevating the reliability and practical value of forecasts. 
This presents a viable pathway for future exploration in the field. 

2. Related work 
Super-resolution techniques can be broadly categorized into conventional interpolation, 
frequency domain-based, and deep learning-based methods. There are also some classical 
methods for downscaling in the meteorological field that are related to the work presented in 
this paper [11].  

Lanczos interpolation is a template algorithm that works by weighted averaging of the 
surrounding pixels of an image to enlarge it. The Lanczos function is a finite field function 
used to smooth the image during interpolation, and it is suitable for preserving sharp edges in 
the image. Thus, it is often used for image enlargement or reduction in image processing. 
Bilinear interpolation is a 2D image enlargement algorithm that interpolates the four 
surrounding points of each pixel and uses two straight lines to approximate the color value of 
that point. Bilinear interpolation is effective in image enlargement, but it cannot guarantee 
sharp edges in the image. Therefore, it is usually used for image smoothing and denoising. 
Bicubic interpolation enlarges the image by using two cubic functions to interpolate the image, 
which performs well in preserving the smoothness of the image and ensuring its sharpness. 
Bicubic interpolation is commonly used in image enlargement, smoothing, and denoising. Fig. 
1 shows a schematic of bilinear and bicubic interpolation. Experimental results show that 
although bilinear and bicubic interpolation perform well in terms of Peak signal-to-noise 
ratio(PSNR) and Structure Similarity Index Measure(SSIM), they tend to make the image too 
smooth locally due to the similarity of brightness values with neighboring pixels after 
interpolation. Hence, utilizing deep learning techniques, especially those based on generative 
adversarial networks, is a superior option for super-resolution. 
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Fig. 1. Bilinear interpolation and bicubic interpolation 

 
Super-resolution has seen significant advancements thanks to deep learning techniques. 

The Super-Resolution Convolutional Neural Network(SRCNN) [12] approach, based on 
convolutional neural network(CNN), was among the earliest methods developed for this 
purpose. Later, in terms of feature extraction, VSDR [13] allowed the network to predict the 
residual between the bicubic interpolation result and the real high-resolution image, which 
significantly improved the network performance compared to SRCNN. There are also some 
networks that use recursive structures, employing recursively connected convolutional layers 
or units. This approach gradually decomposes more challenging super-resolution problems 
into a set of simpler problems, making them easier to solve. Representative networks include 
DRCN [14], DRRN [15], and MenNet [16]. Among them, DRCN was the first network to 
apply recursive neural networks to image super-resolution. The introduction of generative 
adversarial networks revolutionized the field of super-resolution, and the SRGAN [17] 
technique utilizes the adversarial process between the generator and discriminator to produce 
high-resolution images that are visually perceptible. Fig. 2 illustrates the architecture of 
SRGAN. While SRGAN can generate more texture details, the textures often appear less 
natural and may come with some noise. Addressing the issues with SRGAN, Enhanced Super-
Resolution Generative Adversarial Networks(ESRGAN) was introduced. ESRGAN [18] 
incorporates the Residual-in-Residual Dense Block (RRDB) and calculates perceptual loss 
using features before activation. In various tasks within the field of computer vision, including 
image super-resolution, convolutional neural networks (CNNs) play a crucial role. However, 
the emergence of attention-based networks, particularly those based on transformers [19], has 
revolutionized this landscape. The Swin Transformer [20] is a universal backbone network 
that has significantly outperformed previous records in tasks such as object detection and 
semantic segmentation. It has been widely applied in numerous visual tasks. SwinIR [21] is 
an image restoration model based on the Transformer architecture, which introduces the 
Transformer into image restoration tasks, achieving an end-to-end Transformer structure. 
Compared to existing models, SwinIR has fewer parameters and achieves superior results in 
various image restoration tasks, including denoising, super-resolution, and deblurring, setting 
state-of-the-art benchmarks. 
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Fig. 2. SRGAN structure 
 

The downscaling in meteorology has similarities with superresolution. Downscaling in 
meteorology is achieved by establishing a nonlinear mapping relationship between element 
fields at different scales. The goal of both is to convert low-resolution fields, or images with 
low image quality, into high-resolution fields, or images with high image quality. As deep 
learning continues to advance in the field of computer vision, an increasing number of 
researchers are exploring the use of deep learning-based super-resolution techniques for 
downscaling meteorological data. Leinonen et al. proposed a cyclic random super-resolution 
GAN to downscale atmospheric fields that evolve over time [22]. Vandal et al. introduced the 
first deep learning-based downscaling model DeepSD [23] for precipitation downscaling tasks 
by stacking multiple SRCNNs. Tie et al. introduced CLDASSD [24] to downscale the CLDAS 
2m temperature product and generate a temperature product with higher resolution. Lucy 
Harris et al. introduced a GAN-based method [25] that can improve the resolution of 
precipitation forecasts by a factor of 10. Li Tao et al. used GANs to downscale the ERA5 2m 
temperature product and reconstruct a higher-resolution temperature product [26]. Gabriele 
Accarino et al. proposed a method called MSG-GAN-SD [27] based on Wasserstein 
Generative Adversarial Nets - Gradient Penalty(WGAN-GP). Through monthly and quarterly 
training as well as the use of different discriminator update strategies, they effectively 
performed statistical downscaling on 2m temperature fields. Tomoki Izumi et al. [28] used 
ESRGAN for super-resolution of sea surface temperatures. They evaluated and compared six 
subregions in three regions: Japan, North America, and South America. Their findings 
indicated that GANs can effectively represent complex flow field information, providing value 
for water resource management. Jinah Kim et al. proposed a multi-source data fusion and 
super-resolution method based on WGAN-GP [29]. They conducted experiments using data 
from global oceans and the surrounding waters of Korea, generating accurate downscaled sea 
surface temperature products. OPHÉLIA MIRALLES et al. [30] utilized WGAN-GP with 
ERA5 reanalysis data as low-resolution input and the Swiss Meteorological Service's 
COSMO-1 numerical weather prediction model as high-resolution targets. The experiments 
covered the entire Swiss region. The generated high-resolution wind field showed good visual 
results, effectively capturing mountainous terrain effects. However, there is room for further 
improvement, especially in complex mountainous areas. Ye Yang et al. [31] combined GANs 
with high-resolution China Meteorological Forcing Dataset (CMFD) temperature products and 
ground observation-based TP surface temperature dataset. They generated a 0.1° resolution 
2m temperature dataset covering the Qinghai-Tibet Plateau from 1979 to 2020. This data 
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effectively captures the spatial distribution and trends of surface temperature in the region. 
The study demonstrates the potential and future prospects of artificial intelligence methods in 
expanding high-resolution meteorological datasets. When using meteorological data, it is 
important to consider that some of it may involve privacy issues. Furthermore, in anticipation 
of future model deployment and applications, careful consideration of data sharing policies is 
necessary to strike a balance between security and openness. Employing various encryption 
methods such as Attribute-Based Encryption [32], Attribute-Based Proxy Re-Encryption [33], 
and Revocable Attribute-Based Encryption [34] can ensure flexible data sharing while 
safeguarding data privacy. Only by appropriately addressing data privacy and sharing concerns 
can deep learning models trained on extensive meteorological data be widely applied in the 
public domain. 

3. Datasets 
The experiment used the ERA5 hourly dataset [7], which contains global meteorological data 
at an hourly level. The European Centre for Medium-Range Weather Forecasts (ECMWF) 
provides the ERA5 hourly dataset that spans from 1940 to present, and contains a variety of 
meteorological variables such as humidity, temperature, precipitation, wind speed, and more. 
In this study, relative humidity was used for super-resolution, and the dataset has a resolution 
of 0.25°×0.25°. 

This paper focuses on Beijing and its surroundings. Table 1 summarizes the dataset. The 
original data spans from 00:00 to 23:00 daily. Cropped data is sampled every three hours, 
resulting in eight time steps. Spatially, data is uniformly downsampled at a stride of 8 for lower 
resolution. 
 

Table 1. Overview of the Dataset 
Dataset Data size Temporal span Spatial span 

Training Set 731(Day)*1*8*8 Jan 2019-Dec 2020 105.0°E~120.75°E 
37.0°N ~ 52.75°N 

Validation Set 366(Day)*1*8*8 randomly select 
from the Training set 

105.0°E~120.75°E 
37.0°N ~ 52.75°N 

Test Set 304(Day)*1*8*8 Jan 2022-Oct 2022 105.0°E~120.75°E 
37.0°N ~ 52.75°N 

 

4. Methodology 

4.1 Models 
The experiment utilizes a GAN that comprises a generator and a discriminator. The generator 
learns the distribution of sample data and takes low-resolution meteorological fields as input 
to generate high-resolution meteorological fields that are as realistic as possible. The 
discriminator, on the other hand, is tasked with accurately determining whether the input 
meteorological fields are real or generated "fake data" by the generator. The following 
introduces the structure of the model and the sub-modules used, including Squeeze-and-
Excitation network(SENet) [35], residual structure [8], CBAM [10], convolutional gate 
recurrent unit (ConvGRU) [36], and sub-pixel convolution [37]. 
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The proposed humidity field super-resolution model network structure in this paper is 
shown in Fig. 3. The data with the shape of D×T×1×H×W is input into the generator, and 
different sizes of convolution kernels (2×2, 3×3) are used to expand the channels to 128. The 
resulting output is then added with Gaussian noise to improve the model's generalization 
performance. After that, the input data is processed by the SENet block for channel attention, 
which increases the weight of important channels. The data then goes through multiple residual 
blocks, where CBAM is added to the end of each residual block to improve feature extraction 
capabilities. Using residual structures can also solve the problem of gradient disappearance 
during training as network depth increases. Different sizes of convolution kernels are used in 
these convolutional layers to extract different features, fully utilizing the information in the 
image and effectively improving the image detail restoration effect. 

After processing through the residual blocks, the network employs ConvGRU units. 
ConvGRU units combine the benefits of convolutional and recurrent neural networks by 
performing convolutions at each time step to preserve spatial correlations of the convolutional 
features, while using the recurrent unit to learn temporal dependencies. The output of the 
ConvGRU layer is then expanded to 256 channels through several residual blocks and finally 
upsampled using sub-pixel convolution to double the size of the image at each upsampling 
step. In the final layer, a 1×1 convolutional kernel is used to map the output to the expected 
feature map shape. 
 

 

 
Fig. 3. Generator and discriminator structure 

 
The discriminator discriminates the input images. The image is first passed through 

convolution and several residual blocks, followed by ConvGRU and more residual blocks. 
Finally, global average pooling is performed on each feature map of the input, computing the 
global average value and retaining it. This compresses each feature map into a single value, 
ensuring that the network is insensitive to the input image size. Furthermore, the reduction in 
the number of features also reduces the number of network parameters by performing global 
average pooling. The final layer of the network is a fully connected layer that produces a one-
dimensional vector indicating the difference in probability density between the input image's 
distribution and the distributions of the generated images and real images. The WGAN-GP 
model employs the Wasserstein distance to measure the divergence between the distributions 
of the generated and real images. The discriminator's output reflects this divergence. 
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The main function of convolution operation is to expand the receptive field of the neural 
network and fuse more features spatially. However, in the channel dimension, traditional 
convolution operations usually merge all input feature maps equally, which is unreasonable in 
practice. This is because different channel features contribute differently to the output, with 
some channels containing critical information and others being less important. Therefore, to 
more effectively utilize the information between channels, it is necessary to fuse features for 
each channel and assign different weights to capture critical information and improve network 
performance and generalization ability. Jie Hu et al.'s SENet focuses well on the relationship 
between channel dimensions, and Squeeze and Excitation are two crucial operations designed 
to explicitly model the interrelationship between feature channels. Fig. 4 shows the structure 
of SENet. The Squeeze operation first performs global average pooling on each channel to 
reduce the features of each channel to a scalar value, compressing the shape of the feature map 
from WHC ××  to 11××C , essentially transforming the original two-dimensional feature 
channel into one dimension, allowing this dimension to acquire a global view of the previous 

WH × . This is shown in (1). Excitation maps the global features to a channel weight vector 
through two fully connected layers for weighting the channel features. This is shown in (2). 

 
1 1

1( ) ( , )
H W

C sq c c
i j

z F u u i j
H W = =

= =
× ∑∑  (1) 

 2 1( , ) ( ( , )) ( (Re ( )))exs F z W g z W W LU W zσ σ= = =  (2) 
 

 
Fig. 4. SENet structure 

 
Fig. 5(a) shows the structure of a residual block. The residual block uses convolution, 

batch normalization, and ReLU activation function. Stacking residual blocks together to form 
a residual structure can alleviate the problems of gradient vanishing and insufficient network 
expression ability. Additionally, the simple structure of residual structures contributes to the 
network's stability and ease of training. At the end of the residual block is a CBAM. CBAM 
is an attention mechanism used in convolutional neural networks to improve the quality of 
feature representation. It mainly consists of two parts: CAM and SAM. CAM can learn the 
importance weights of each channel, so as to better capture useful information in each channel 
and make the CNN focus on the important features of each channel without being disturbed 
by irrelevant features. SAM can learn to weight specific regions in space to better focus on 
important spatial features and ignore unimportant regions. CBAM can be conveniently 
embedded into different levels of CNN and be used in existing network architectures. Fig. 5(b) 
illustrates the schematic diagram of sub-pixel convolution, and To increase the resolution of a 
feature map by a factor of 2, a convolutional operation is first used to expand the number of 
channels by a factor of 4 to (1 × 22,𝐻𝐻,𝑊𝑊). Finally, the number of channels is reduced to 1 
for pixel recombination. The resulting size will be 2𝐻𝐻 × 2𝑊𝑊. 

trF

)(⋅sqF

),( WFex ⋅

),( ⋅⋅scaleF

WHC ′×′×′ WHC ×× WHC ××
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Fig. 5. Residual blocks and PixelShuffle 
 

The CAM structure is shown in Fig. 6. First, the feature map F with a shape of 
𝐻𝐻 × 𝑊𝑊 × 1 is processed through global average pooling and global max pooling to obtain 
two 1 × 1 × 𝐶𝐶  feature maps. Then, they are fed into a shared two-layer neural network 
composed of multiple perceptrons and a hidden layer. Finally, the features output by the neural 
network are added together, and then the sigmoid activation operation is applied to limit the 
weights in [0, 1], resulting in the required channel attention feature. Multiplying the channel 
attention feature with the input feature map F produces the weighted channel feature map. The 
weighted design approach is simple and efficient, directly enhancing or suppressing channels 
in the input feature maps. This not only avoids a significant increase in parameters and 
computations but also makes the network structure modular and easy to integrate into different 
convolutional networks. Therefore, the channel attention mechanism can make the network 
more focused on important features of each channel, improving the network's capability, as 
shown in (3).  

Input feature F

AvgPool

MaxPool

Shared MLP

cMAttention  Channel

 
Fig. 6. CAM structure 
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 (3) 
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(b) 

(a) 



1150                                          Li et al.: Super-Resolution Reconstruction of Humidity Fields based on  
Wasserstein Generative Adversarial Network with Gradient Penalty 

The SAM structure is shown in Fig. 7 Similar to the channel attention mechanism, the 
feature map is first passed through global average pooling and global maximum pooling to 
obtain two 𝐻𝐻 × 𝑊𝑊 × 1 feature maps. Then, these two feature maps are combined along the 
channel dimension and fed into a 7 × 7 convolutional layer to reduce the number of channels 
to 1, resulting in an output feature map of size 𝐻𝐻 × 𝑊𝑊 × 1. Finally, the sigmoid activation is 
applied to obtain the spatial attention feature. Multiplying this feature map with the input 
feature map F results in the weighted spatial feature map. This is shown in (4). 

 

 
Fig. 7. SAM structure 

 

 
7 7

7 7
max

( ) ( ([ ( ); ( )]))
( ([ ; ]))

s
S S

avg

M F f AvgPool F MaxPool F
f F F

σ

σ

×

×

=

=
 (4) 

4.2 Model optimization objectives 
The optimization objective of the generative adversarial network is to make the generated 
samples by the generator approach the real data distribution as much as possible, while making 
the discriminator unable to distinguish between real and generated data. This is achieved by 
using the adversarial nature of the generator and discriminator, usually by maximizing the log-
likelihood for the generator and maximizing the discrimination accuracy for the discriminator. 
The objective function is shown in (5), where x represents the real high-resolution image, z 
represents the input low-resolution image, and 𝐺𝐺(𝑍𝑍) represents the super-resolution image 
generated by the generator. 

 ~ ( ) ~ ( )min max ( , ) [log ( )] [log(1 ( ( )))]
data zx p x z p zG D

V D G E D x E D G z+ −  (5) 

The discriminator evaluates either the real high-resolution image or the generator's super-
resolution output, producing a real number between 0 and 1 to indicate the authenticity of the 
input sample. The closer the output is to 1, the more the discriminator thinks the input data is 
closer to the real sample, and the closer it is to 0, the more the discriminator thinks the input 
data is closer to the fake sample. Taking the 𝑙𝑙𝑙𝑙𝑙𝑙 of the output of the discriminator D, such as 
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥)  and log (1 − 𝐷𝐷(𝐺𝐺(𝑍𝑍))) , is a common way to construct the loss function of the 
discriminator model. The role of logarithm is to map the numbers in the [0,1] interval to the 
range(−∞, 0], so that it can be derived and optimized by gradient descent. The generator G 
takes the low-resolution image as input and generates the super-resolution image. Its objective 
is exactly the opposite of the discriminator's, that is, to make the discriminator identify its 
generated samples (super-resolution images) as real samples. 𝐸𝐸𝑥𝑥~𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥)] represents 
the expected value of the discriminator's judgment on the real samples. For the optimal 
discriminator𝐷𝐷∗, the judgment result 𝐷𝐷(𝑥𝑥) on the real sample is 1, and 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥) is 0. 

 
 
 

C σ

' feature refined-Channel F AvgPool][MaxPool, sMAttention  Spatial
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If the discriminator is not optimal, 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥) is less than 0. In other words, if we want 

the discriminator to reach the optimal, 𝐸𝐸𝑥𝑥~𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑥𝑥)[𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥)] should be as large as possible, 
whereas for the generator, 𝐸𝐸𝑥𝑥~𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑥𝑥)[𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥)] should be as small as possible. Similarly, 
𝐸𝐸𝑧𝑧~𝑃𝑃𝑧𝑧(𝑧𝑧)[log (1 − 𝐷𝐷(𝐺𝐺(𝑧𝑧)))] represents the expected judgment result of the discriminator for 
fake samples. For the optimal discriminator 𝐷𝐷∗, the judgment result for fake samples D(G(z)) 
should be 0, 1 −𝐷𝐷(𝐺𝐺(𝑧𝑧)) should be 1, and log (1 − 𝐷𝐷(𝐺𝐺(𝑧𝑧))) should be 0. If the 
discriminator is not optimal, log (1 − 𝐷𝐷(𝐺𝐺(𝑧𝑧))) is less than 0. In other words, if we want the 
discriminator to reach the optimal, 𝐸𝐸𝑧𝑧~𝑃𝑃𝑧𝑧(𝑧𝑧)[log (1 − 𝐷𝐷(𝐺𝐺(𝑧𝑧)))]should be as large as possible, 
and for the generator, 𝐸𝐸𝑧𝑧~𝑃𝑃𝑧𝑧(𝑧𝑧)[log (1 −𝐷𝐷(𝐺𝐺(𝑧𝑧)))] should be as small as possible. 

The optimization goal of GAN is a minimax problem. We aim to find the optimal 
discriminator 𝐷𝐷∗ that maximizes the objective function𝑉𝑉(𝐷𝐷,𝐺𝐺). Furthermore, we want to 
continue searching for the optimal generator 𝐺𝐺∗ that minimizes the objective function under 
the optimal discriminator, i.e., the generated samples make the discriminator perform as poorly 
as possible. The game theory idea of GAN is embodied here. 

As the goal of GAN is to minimize the JS divergence between the generated samples and 
the real samples, in order to make the distribution of generated samples similar to that of real 
samples. However, when using JS divergence as the loss function for training, the gradient 
calculation involves the difference between the two distributions. When these two distributions 
are significantly different, the gradient of JS divergence can be very large, which may lead to 
the problem of gradient explosion. On the other hand, when these two distributions are very 
similar, the gradient of JS divergence becomes very small, which may cause the problem of 
gradient vanishing. WGAN [38], as an improved version of GAN, uses the Wasserstein 
distance (also known as the Earth-Mover (EM) distance) as the loss function instead of JS 
divergence. The approximation of the Wasserstein distance is achieved by restricting the 
discriminator's parameters, which is usually implemented through gradient clipping to limit 
the discriminator's output range to [-c, c]. However, gradient clipping limits the range of 
network parameter values, which may push the weights to two extreme values of the clipping 
range, causing the gradient to increase or decrease exponentially as it moves through the 
network. Therefore, the problem of gradient vanishing or explosion still exists [39][40][41].To 
address this issue, the WGAN-GP method introduces gradient penalty in the discriminator. 
Equation (6) shows the objective function of the WGAN-GP. During the training process, we 
adopted the penalty coefficient suggested in the original WGAN-GP paper and set λ to 10. 

 
ˆ

2
ˆ 2ˆ~ ( ) ~ ( ) ~

ˆmin max [ ( ( ))] [ ( )] [(|| ( ) || 1) ]
z data x

xG z P z x P x x PD
E D G z E D x E D xλ− + ∇ −  (6) 

The L2 loss is replaced by the L1 loss in the generator, and in a growing number of studies it 
has also been shown that using the L1 loss gives better experimental results [42]. Firstly, L1 
loss is more robust than L2 loss, which means it penalises outliers less. Second, L2 loss leads 
to more smoothing, making the results more blurred. 

During training, the learning rate is updated using a cosine annealing decay strategy. The 
main idea of cosine annealing is to gradually reduce the learning rate during training in order 
to avoid convergence problems caused by too large a learning rate. Usually, when the learning 
rate is large, the model will approach the optimal solution quickly, but if the learning rate is 
too large, it will overshoot and cross the optimal solution. In this case, the learning rate needs 
to be gradually reduced so that the model converges near the optimal solution. The update 
strategy is shown in (7). 𝑒𝑒𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚denotes the minimum learning rate and the default is 0. 𝑙𝑙𝑙𝑙0 
represents the initial learning rate. 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑖𝑖  denotes the current number of iterations. 
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𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 represents the maximum number of iterations required for one cosine cycle. 
𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠ℎ denotes the standard cosine annealing strategy. warmUpLR denotes the warm-up 
learning rate strategy. In the beginning of training, when the current number of iterations is 
less than the set warm_epoch, WarmUpLR is used. Since the model's weights are randomly 
initialized at the beginning of training, choosing a large learning rate may cause instability. To 
improve training stability and accelerate model convergence, a warm-up learning rate is used 
where the initial few epochs have a smaller learning rate. 

 max min min 0 min
max

( , , ) 0.5 ( ) (1 cos )

_ _ / ( _ 1 8)

sch i
epochLR eopch T eta eta lr eta
T

WarmUpLR base lr batch size total iters e

= = + × − × +

= × + −
 (7) 

 
The training process of a neural network generally includes the following steps. 

Algorithm 1: Network Training Process 
Input: training set Data, integer epochs, integer warm_epoch, gradient penalty coefficient 
λ , warm_sch, lr_sch 
Output: Reconstructed SR images 
for t ← 1 to epochs do 

for k ← 1 to K do  
1. Sample m low-resolution samples from training set Data

},,,{ 321 mzzzz  . 
2. Sample m high-resolution samples from training set Data

},,,{ 321 mxxxx  . 
3. Sample a random number ]1,0[~ Uε . 
4. Update the discriminator parameters. 
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5. Update the generator parameters. 
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6. Update the learning rate. 
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end for 
end for 

 

4.3 Evaluation method 
To better evaluate the model's performance, this paper employs metrics including Mean 
Squared Error(MSE), Mean Absolute Error(MAE), PSNR, SSIM, Anomaly Correlation 
Coefficient(ACC), and Temporal Correlation Coefficient(TCC) to assess the quality of 
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generated images. Among these, MSE, MAE, PSNR, and SSIM are widely used in the field 
of computer vision, while ACC and TCC are commonly used metrics in meteorological 
applications. MSE is a statistical indicator used in statistical learning and machine learning to 
measure the deviation of data from the true value. The formula for MSE is shown in (8). 

 2
,

1

1 ( )
N

i real i
i

MSE G X
N =

= −∑  (8) 

Where N is the number of pixels, 𝐺𝐺𝑖𝑖 is the generated image, and 𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟,𝑖𝑖 is the reference 
real image. MSE represents the average squared difference between the predicted and true 
values, and the smaller the MSE, the closer the generated image is to the real image. However, 
MSE mainly focuses on the overall image error and may not be sensitive enough to errors in 
the details. 

MAE is a commonly used error metric in machine learning. It is based on the 𝐿𝐿1 norm 
and measures the average absolute difference between predicted and actual values. The 
formula for MAE is shown in (9). 

 ,
1

1 | |
N

i real i
i

MAE G X
N =

= −∑  (9) 

PSNR is an image quality metric that compares the peak power of an image to its noise 
level. The formula for PSNR is shown in (10). 

 
2
max

1010 log
I
MSEPSNR =  (10) 

PSNR is a widely used image quality metric in various fields of image processing, 
including image compression and restoration. Generally, The quality of the image improves 
as the PSNR value increases. One notable feature of PSNR is that it is not sensitive to the 
relative size of the images, making it very simple and easy to use. However, the accuracy of 
PSNR in handling high-contrast images needs improvement. 

SSIM [43] is used to evaluate the similarity between two images. The SSIM values are 
between 0 and 1, where a value of 1 indicates that the two images are identical, and a value of 
0 indicates that they are completely dissimilar. It is a similarity metric based on structure, 
contrast, and brightness, rather than simply evaluating pixel differences. Compared with PSNR 
and MSE, SSIM considers factors such as structure, contrast, and brightness, which are more 
similar to human perception of image quality, making it more suitable for evaluating image 
processing tasks. The calculation of SSIM is shown in (11). 
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The ACC primarily indicates the spatial compatibility, also known as spatial similarity, 
between the predicted values (i.e., the results obtained from the model) and the ground truth. 
The calculation formula is as follows. 
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In this formula, N represents the total number of grid points in the study area, where 𝑓𝑓𝑖𝑖 

and 𝑜𝑜𝑖𝑖 respectively denote the predicted value and the actual observation of the 𝑖𝑖th spatial 
grid point at a specific time point. 𝑓𝑓 ̅ and 𝑜𝑜 represent the means of the predicted values and 
actual observations, respectively, calculated over eight time steps in a day. The final ACC is 
calculated on a daily basis, averaging the ACC over eight time steps to obtain the daily ACC. 

The TCC can statistically demonstrate the climate model's or model's ability to predict 
anomalies at various grid points. TCC is typically calculated using climate anomaly 
percentages. The range of TCC is between -1 and 1, with values closer to 1 indicating higher 
predictive skill. The calculation formula is as follows. 
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∑

∑ ∑
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In this formula, T represents the length of time in the study area, where T is set to 8 for 
eight time steps in a day. 𝑓𝑓𝑡𝑡 and 𝑜𝑜𝑖𝑖 respectively denote the predicted value and the actual 
observation of the 𝑡𝑡th time point for a specific spatial grid point. 𝑓𝑓̅ and 𝑜̅𝑜 represent the 
means of T predicted values and actual observations, respectively. 
 

5. Experimental results 
During training, the Adam optimizer was used, and the Two Time-Scale Update Rule [44] 
strategy was adopted to achieve faster and more stable convergence. This means that different 
learning rates were used for the generator and discriminator during training because they have 
different objectives and loss functions. Using the same learning rate may result in an imbalance 
between the two. Therefore, the learning rates of the generator and discriminator are set to 
0.0001 and 0.001, respectively, during training. The various indicators during training are 
shown in Fig. 8. 
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Fig. 8. Performance of each index during training 

 
The model in this paper utilizes CBAM in conjunction with residual network(ResNet) 

modules, along with a Wasserstein objective function incorporating gradient penalty, 
abbreviated as the WGAN-GP module. In order to comprehend the roles these modules play 
in the model, aiding in the identification of crucial components and evaluating their 
contributions, as well as providing robust guidance for future improvements and optimizations, 
several ablation experiments were conducted, and the results are shown in Table 2. 

 
Table 2. Ablation Experiment Results 

CBAM ResNet 
WGAN-

GP 
PSNR SSIM ACC TCC 

   25.747 0.537 0.866 0.692 

   31.640 0.752 0.948 0.860 

   31.483 0.753 0.948 0.861 

   31.832 0.766 0.951 0.866 

 
From the first row of the table, it can be seen that the performance of various metrics is 

significantly poor when ResNet is not utilized. Moreover, during the experiments, the model's 
convergence speed was much slower compared to the case where ResNet was employed. The 
last row demonstrates a notable improvement in metric performance with the use of ResNet, 
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which also reflects the effectiveness of ResNet. From the second and last rows, it can be 
observed that employing Wasserstein with gradient penalty as the optimization objective for 
the discriminator leads to an enhancement in metrics. The adoption of this new optimization 
objective has a positive impact on the model, which is one of the reasons why WGAN-GP was 
used in this paper. On the other hand, incorporating CBAM into the model's architecture 
improves the quality of feature representation. This can be discerned from the results of the 
third and last rows. Therefore, considering the performance of these modules collectively, 
utilizing the current architecture is a preferable choice. 

We evaluated several interpolation methods, including bilinear, bicubic, Lanczos, and 
our proposed model, on the test set, which contained data from the first 304 days of 2022. Fig. 
9 shows the results of this evaluation. Regardless of whether the model in this study was 
trained using a standard GAN or the WGAN-GP method, its performance metrics were 
superior to interpolation and SRGAN. From a seasonal perspective, for the months of January 
to March, both SSIM and PSNR metrics showed that GAN-based methods outperformed 
interpolation-based methods. Although this gap narrowed over time, there was still a 
noticeable advantage. 
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Fig. 9. Performance of each indicator on the test set 

 
The average values of various indicators for different models and methods on the test set 

are listed in Table 3. Our proposed model shows improvements in both SSIM and PSNR as 
compared to traditional interpolation methods, indicating the potential of the model. The 
performance is also better than SRCNN and GAN-based SRGAN. 

 
Table 3. Metrics performance of different methods on the test set 

 MSE MAE SSIM PSNR ACC TCC 

Lanczos 99.889 5.432 0.593 27.394 0.890 0.741 

Bilinear 114.449 5.592 0.601 26.669 0.879 0.747 

Bicubic 122.472 5.762 0.593 26.418 0.871 0.728 

SRCNN 50.143 3.499 0.699 29.973 0.904 0.819 

GAN 37.362 2.755 0.752 31.640 0.948 0.860 

SRGAN 38.611 2.863 0.749 31.494 0.948 0.848 

WGAN-GP 36.185 2.698 0.766 31.832 0.951 0.866 
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The effectiveness of methods based on GAN networks is evidently superior to that of 
interpolation methods. Comparing the results obtained on the same test set with those of 
SRGAN, this study's model shows an improvement in performance in terms of MSE, MAE, 
SSIM, and PSNR. The effectiveness of the proposed model in this paper has been verified. 
Some examples randomly selected from the test set are presented in Fig. 10. 

Fig. 10. Sample Test Set 
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6. Conclusion 
When comparing models based on GANs with traditional interpolation methods, 

experimental results show that GAN-based models perform better. The model proposed in this 
paper also outperforms conventional GAN models, but due to the limitations of GAN networks, 
this method still has some shortcomings. For example, training difficulties, model instability, 
and the tendency of GAN models to fall into local optima can lead to poor image quality. 
Although these issues did not appear in the experiments, they still need to be addressed, and 
there is still room for improvement in the proposed model and work. 

This study is evaluated using the ERA5 dataset, chosen for its high-quality reanalysis 
data provided by the European Centre for ECMWF. ERA5 boasts superior spatiotemporal 
resolution and relies on reliable observational data sources. This makes ERA5 an ideal choice 
for researching and analyzing meteorological, climatic, and related environmental issues. 
Many cutting-edge studies and assessments are built upon the foundation of ERA5, and 
obtaining similarly dependable datasets can be challenging. In the future, there may be 
opportunities to assess our model on a broader range of datasets. Even though the model in 
this paper outperforms SRAGN in terms of performance, there is no advantage in training and 
inference speed. Therefore, it needs to continue to optimize the network structure. The current 
model in this paper can only zoom in 8 times, which is not flexible enough. In the future, we 
hope to be more flexible to generate high-resolution images with multiple magnification ratios. 
The present work only has a single meteorological element, and it is hoped that more 
meteorological elements can be incorporated to further generate more realistic high-resolution 
images. The current super-resolution is performed spatially, and in the subsequent 
optimization is extrapolated temporally to achieve short-term forecasts. Downscaling and 
super-resolution share similarities but are not entirely identical. The downscaling issue for 
humidity, compared to other elements like temperature, is moreintricate. While super-
resolution methods can yield certain results, they may potentially violate physical principles 
or overlook inter-variable dependencies. In the future, it is hoped that incorporating physical 
constraints and integrating domain expertise into the model will lead to more rational 
outcomes. Deep learning models have tremendous potential in weather forecasting and 
environmental monitoring, and can be deployed in public agencies like weather bureaus. 
However, data sharing and privacy issues must be carefully considered first. Compute 
resources and maintenance costs are also critical. In summary, this is a valuable topic with 
proper research, better meteorological services and decision support can be achieved. 
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