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Abstract 
Comparing text features involves evaluating the ”similarity” 
between texts. It is crucial to use appropriate similarity measures 
when comparing similarities. This study utilized various 
techniques to assess the similarities between newspaper articles, 
including deep learning and a previously proposed method: a 
combination of Pointwise Mutual Information (PMI) and Word 
Pair Matching (WPM), denoted as PMI+WPM. For performance 
comparison, law data from medical research in Japan were utilized 
as validation data in evaluating the PMI+WPM method. The 
distribution of similarities in text data varies depending on the 
evaluation technique and genre, as revealed by the comparative 
analysis. For newspaper data, non-deep learning methods 
demonstrated better similarity evaluation accuracy than deep 
learning methods. Additionally, evaluating similarities in law data 
is more challenging than in newspaper articles. Despite deep 
learning being the prevalent method for evaluating textual 
similarities, this study demonstrates that non-deep learning 
methods can be effective regarding Japanese-based texts. 
Keywords: 
Pointwise Mutual Information, Simpson coefficient, Doc2vec, 
BERT, Newspaper.  

 
1. Introduction 
 

The development of computer functions has facilitated 
access to previously inaccessible data, thereby expanding 
the possibilities of data analysis and enabling diverse 
perspectives in interpreting data that differ from traditional 
approaches. For instance, by quantitatively analyzing time-
series text data from newspapers that document changes in 
societal conditions over time, researchers have visualized 
the daily evolution of topics [1] and compared article 
characteristics across different newspapers [2]. Comparing 
text features involves evaluating the “similarity” between 
texts. It is crucial to use appropriate similarity measures 
when comparing similarities. In natural language 
processing, the extraction of structured or similar 
documents [3] has been crucial in comprehending and 
managing them more efficiently. For example, local 

government ordinances have similar content, but their 
differences across regions are compared manually by 
professionals [4]. Adopting a computer-based language 
processing approach is expected to reduce working costs for 
these tasks [5][6][7][8]. A study has been conducted that 
applies text mining methods directly to law documents. The 
study aims to interpret law documents using word 
frequency as an index [9]. Recently, comparative studies for 
law documents using deep learning algorithms such as a 
document vector feature from BERT [10] and Doc2vec [11] 
have increased. Our study has thus far concentrated on 
clinical research laws including, three guidelines, 
ministerial ordinances, and the law regarding clinical 
research. Visualizing relationships can help clinical 
researchers busy with clinical practice to understand them. 
Our research has successfully predicted similarities 
between these laws and visualized them. First, the study of 
the possibility of interpreting the relationship between laws 
related to clinical research using word2vec and topic model 
has been considered [12][13]. In addition, each law was 
analyzed by generating a co-occurrence network of 
included words. The network was used to interpret the law 
at the word level, by identifying pairs of words with strong 
co-occurrence relationships, commonly occurring words, 
and comparing their co-occurring words [14]. Furthermore, 
the study predicted the similarity between three laws 
using ”word-matching” under the hypothesis that sentences 
with more common words are more similar [15]. The 
verification indicated that while the method correctly 
identified the ”high similarity/match” combination, it also 
incorrectly evaluated some pairs as ”low 
similarity/mismatch,” presenting issues to be addressed. 
Subsequently, a new scale for predicting similarity was 
proposed by [16], which combines ”Word Group Matching” 
with ”Pointwise Mutual Information” to evaluate the 
similarity of laws based on the probability of co-occurrence 
of multiple words. The evaluation experiment result 
suggests that this approach has the potential to improve 
accuracy compared to conventional methods depending on 
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the combination used. In cases where a similarity evaluation 
method is constructed based on the text data used in the 
experiment, it becomes necessary to validate the method for 
generalization by applying it to different text data and 
methods. For instance, comparing the accuracy of similarity 
evaluations using text data from different genres can further 
assess the property of the proposed method and lead to 
measures suited to specific text genres. Therefore, this study 
aims to evaluate the similarity of newspaper articles using 
multiple similarity evaluation methods in natural language 
processing, including the previously proposed PMI+WPM. 
The structure of this study is as follows: Section 2 describes 
the similarity evaluation methods used, and Section 3 
outlines the experimental setup. Section 4 presents the 
experimental data, the results, and discussion, and Section 
5 concludes the study. 
  
 
2. Similarity Evaluation Method 
 

The objective of this study is to evaluate the 
similarities between newspaper articles, as depicted in 
Figure 1. 
 

 
Fig 1: Similarity between articles (example) 

 
This section describes the natural language processing 
methods and evaluation index used for assessing similarity 
and the experimental procedures. 
 
2-1. Similarity Evaluation Methods without 

Deep Learning 

This section describes the similarity evaluation 
methods that utilize set and information theories rather than 
deep learning. If a specific combination of words appears 
frequently, it infers a high similarity between the documents. 
When two words x and y appear within a single text, their 
Pointwise Mutual Information (PMI), PMI(x,y), can be 
expressed as indicated in Equation (1). 

 

𝑃𝑃𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦) = log 𝑃𝑃(𝑥𝑥,𝑦𝑦)
𝑃𝑃(𝑥𝑥)𝑃𝑃(𝑦𝑦)

                 (1) 
 

Furthermore, if the combinations of a specific word group 
have a high degree of matching, the documents are 
considered highly similar. Considering the proportional 
relationship between the occurrence frequency of word 
groups and the length of the document, it is essential to 
consider the ratio of the total number of occurrences of 
word groups represented as 𝐹𝐹{𝑥𝑥,𝑦𝑦} when determining the 
similarity between documents based on the degree of match 
of word groups. In this study, the degree of word group 
matching represented as 𝑤𝑤𝑥𝑥,𝑦𝑦 in texts 𝐴𝐴 and 𝐵𝐵 is denoted as 
WGM{𝑤𝑤𝑎𝑎(𝑥𝑥,𝑦𝑦),𝑤𝑤𝑏𝑏(𝑥𝑥,𝑦𝑦)}, and the similarity between the 
two documents using the total number of occurrences of 
word groups in the compared texts, 𝐹𝐹{𝑥𝑥,𝑦𝑦}, is defined as 
PMI + WGM according to Equation (2). 

 

𝑃𝑃(𝑥𝑥,𝑦𝑦) + WGM{𝑤𝑤𝑎𝑎(𝑥𝑥,𝑦𝑦),𝑤𝑤𝑏𝑏(𝑥𝑥,𝑦𝑦)}
𝐹𝐹(𝑥𝑥, 𝑦𝑦)

  (2) 

 

When the words in documents A and B are considered 
sets A and B, the similarity between documents A and B is 
calculated as in (3) using the Simpson coefficient. 

 

|𝐴𝐴 ∩ 𝐵𝐵|
𝑚𝑚𝑚𝑚𝑚𝑚(|𝐴𝐴|, |𝐵𝐵|)

  (3) 

 

Despite the availability of related coefficients such as 
Dice and Jaccard, the Simpson coefficient was selected for 
comparison in this study due to its superior performance in 
preliminary experiments. 

 

2-2. Similarity Evaluation Methods with 
Neural Network 

In the Doc2vec algorithm, text features are converted 
vector and calculated similarities with unsupervised 
learning. It was developed after Word2Vec with a neural 
network that generates hundreds of dimensional vectors for 
each word based on surrounding words and numerical 
relationships between words. By extending word-
distributed representation to Paragraph Vector [17], 
document similarity could be calculated using a document-
distributed representation. 

The BERT algorithm can accurately infer from the 
contextual information of sentences. The accuracy of word 
prediction based on context, which was previously 
challenging to improve, has been enhanced by combining 
bidirectional learning with conventional unidirectional 
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learning and completing fill-in-the-blank questions. 
Consequently, the study aims to correlate similar law 
documents [10][11]. 
 

3.  Experiment 

This section outlines the procedure for determining 
article similarity in newspapers using the previously 
mentioned evaluation methods.  

The rank correlation coefficient [0,1] is utilized as 
preprepared benchmark data to evaluate the performance of 
the calculated similarities. The benchmark data were 
collected by soliciting evaluations from economics experts 
on the similarity between newspaper articles, using a four-
level ordinal scale of “match/high similarity/low 
similarity/mismatch,” as presented in Table 1. 

 
Table 1: Benchmark data for similarity between articles (EXAMPLE) 

𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝒋𝒋 𝑺𝑺𝑨𝑨𝑺𝑺𝑨𝑨𝑨𝑨𝑺𝑺𝑨𝑨𝑨𝑨𝑨𝑨𝑺𝑺 
𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝟏𝟏 𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝟐𝟐 mismatch 
𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝟏𝟏 𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝟑𝟑 match 

: : : 
𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝟏𝟏𝟏𝟏 𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝟓𝟓 low similarity 

 

Furthermore, to calculate the rank correlation 
coefficient with the benchmark data, the similarity scores 
obtained using the similarity evaluation methods must be 
converted into ordinal scales. In this study, the range of each 
similarity score was evenly divided into four levels, and, 
similar to the benchmark data, the scores were converted 
into ”identical/high similarity/low similarity/no similarity” 
based on their rank of similarity. 

The procedure for evaluating the similarity of newspaper 
articles is outlined below and depicted in Figure 2. 

 

Step1 Obtain benchmark data by requesting an 
expert in economics to rate each combination 
of newspaper articles on a four-level ordinal 
scale of ”match/high similarity/low 
similarity/mismatch.” 

Step2 Calculate the similarity scores for all possible 
combinations of the target text data. 

Step3 Divide the distribution of similarity scores 
obtained in Step 2 into quarters, with the range 
defined as (maximum value - minimum value) 
/ 4. 

Step4 Convert the quartile measures derived in Step 
3 into the four-tiered ordinal scale defined in 
Step 1. 

Step5 Calculate the rank correlation coefficients 
between each quartile measure and the 
benchmark data to determine the estimation 
accuracy. 

 
Step 1 corresponds to the procedure for generating 
benchmark data, Steps 2 to 4 correspond to the procedure 
for generating test data using the similarity assessment scale, 
and Step 5 corresponds to the procedure for evaluating the 
performance of the test data. 
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Fig 2: Procedure of investigation (Steps 1- Step4)
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Table 2: Distribution of similarity with each method applied to each data 
 Law 

Newspaper L1・L2 L2・L3 L1・L3 
Method Max Min SD Max Min SD Max Min SD Max Min SD 
WGM+PMI 0.707 0 0.009 0.638 0 0.150 0.544 0 0.016 0.825 0.002 0.077 
Simpson’s 
Coefficient 0.783 0 0.124 0.270 0 0.034 0.199 0 0.039 0.973 0.014 0.150 

Doc2vec 0.522 -0.356 0.621 0.450 -0.436 0.627 0.476 -0.466 0.666 1.000 -0.355 0.216 
BERT 0.728 0.561 0.032 0.755 0.556 0.032 0.769 0.538 0.033 0.829 0.556 0.033 
 

Table 3: Ordinal correlation coefficient between similarity calculated by each method for each data and benchmark data 

Method 
Law 

Newspaper L1・L2 L2・L3 L1・L3 
WGM+PMI 0.454 0.320 0.205 0.627 
Simpson’s 
Coefficient 0.311 0.355 0.218 0.662 

Doc2vec -0.018 -0.019 0.012 0.368 
BERT 0.205 0.405 0.397 0.262 

 

4.  Results and Discussion 

This section describes the data used in the experiment 
and the results obtained following the procedure outlined in 
the previous section.  

 

4-1.  Experimental Data 

Newspaper articles widely reflect the social landscape 
and are read by a broad spectrum of society. In the field of 
language processing, these are frequently processed. They 
must be written in a manner that is easily comprehensible to 
anyone who has completed compulsory education. The aim 
is to convey content briefly to readers, with the main points 
presented at the beginning and details following later. This 
structure is a characteristic feature [20]. In addition to the 
content [21], the sentence structures and their organization 
have been observed to change over time. In this study, we 
analyzed articles related to ”economics” from the ”Ryukyu 
Shimpo,” a local newspaper, to ensure that our research was 
regionally relevant. The data covers two weeks from 
September 2023. 

4-2. Discussion 

In this section, accuracy is defined as the ordinal 
correlation coefficient between benchmark data and the 
proposed similarity evaluation scale. Additionally, the 
differences between methods and text data were explored. 
The similarity evaluation performance was also compared 
with the traditional method. To compare the differences in 

results depending on the text data, the results of similarity 
evaluation between each article of the three types of law 
data that is validation, data for the previously proposed 
method as WGM+PMI, was utilized. First, to show the 
similarity distribution of each method used for each text 
data, the maximum value (Max), the minimum value (Min), 
and the standard deviation (SD) of similarity are presented 
in Table 2. 

The minimum value is 0 when using WGM + PMI or 
Simpson coefficient, indicating that ”the degree of 
similarity at the word level is 0” from the result of using law 
data. However, the minimum value of the BERT model 
exceeds 0.5, indicating that it is significantly higher than the 
minimum value of other methods. Additionally, the 
standard deviation of Doc2vec exceeds 0.6 and the variation 
is significantly higher than other methods, owing to the 
similarity of WGM+PMI, Simpson coefficient, and BERT, 
which all fall in the range of [0,1]. This aspect may be 
because Doc2vec is [-1,1]. Subsequently, when using 
newspaper data, the Simpson coefficient and Doc2vec 
exhibit maximum values exceeding 0.95, while WGM+PMI 
and BERT demonstrate values below 0.85. Additionally 
similar to the law data, the minimum values of WGM+PMI, 
Simpson coefficient, and Doc2vec are below 0.015, 
indicating a very low degree of similarity. However, the 
minimum value of BERT is above 0.5, which suggests a 
higher degree of similarity. Consequently, BERT exhibits a 
lower standard deviation of similarity degree compared to 
other methods Regardless of the method used, the 
maximum similarity value is higher when using newspaper 
data. In addition, the standard deviation is particularly low 
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when using Doc2vec with newspaper data. From the result 
of BERT, no significant changes were observed in any of 
the indicators, including maximum value, minimum value, 
or standard deviation, depending on the data genre. 
Applying WGM + PMI, Simpson coefficient, and Doc2vec 
to newspaper data resulted in a higher maximum value. 
Additionally, the distribution of similarity measures was not 
significantly affected by differences in data genre by the 
case using BERT. 

Subsequently, the ordinal correlation coefficient 
between the similarities calculated by each method and the 
benchmark data is presented in Table 3. This coefficient 
represents the accuracy of each method. 

First, the similarities of the data used were compared. When 
analyzing law data, negative values were observed in some 
cases, indicating that the accuracy of Doc2Vec was 
significantly lower than that of the proposed method WGM 
+ PMI, Simpson coefficient, and BERT. WGM+PMI or 
BERT were the preferred methods, but the best results 
achieved were less than 0.5. Consequently, identifying an 
appropriate method was challenging. However, when using 
newspaper data, the proposed method and the Simpson 
coefficient achieved an accuracy of over 0.6, while deep 
learning methods such as Doc2Vec and BERT resulted in 
an accuracy below 0.4. Classical similarity measure may be 
more effective than deep learning in indicating the 
similarity of newspaper data, as demonstrated by the results. 
Next, we compare the similarities among different methods. 
When using WGM + PMI, Simpson coefficient, and 
Doc2vec, the accuracy is higher with newspaper data. When 
using BERT, the accuracy varies depending on the 
combination, but it is still higher with law data. When 
focusing on the characteristics of law data and newspaper 
article data, due to the limited vocabulary and semantics of 
law data, BERT, which is bidirectional is more suitable for 
similarity evaluation than WGM+PMI and Doc2vec, which 
predict specific words from surrounding words. Newspaper 
article data are expected to exhibit a higher frequency of 
relevant words in proximity to the target word than law data. 
Thus, the use of similarity measures such as WGM+PMI 
and the Simpson coefficient, which are based on word co-
occurrence probabilities and sets, is more appropriate. 
 Consequently, this demonstrates the potential for 
selecting appropriate mining methods tailored to the 
characteristics of each genre within textual data. 

 

5.  Conclusion 

In this study, the similarities between newspaper articles 
were evaluated using various similarity evaluation methods 
in natural language processing. These methods included 
approaches based on deep learning, incorporating set theory 

and information theory. For performance comparison, in 
addition to newspaper article data, law document data that 
had been used to verify the previously proposed 
WGM+PMI were also utilized. Results of the similarity 
distribution comparison for all data combinations indicate 
that the similarity distribution varies with the text data and 
the methods used. Furthermore, even when using the same 
method, the accuracy of similarity evaluation performance 
varies depending on the genre of text data handled. 

Many similarity evaluation methods have been 
proposed in the field of language processing. However, this 
study demonstrates the potential for better similarity 
evaluation by selecting methods appropriate to the genre of 
text data being analyzed. 
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