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As outlined in a recent article by Jung [1], foundation 
models developed with transformer architecture can execute 
various tasks due to their emergent abilities. ChatGPT 
is an exemplary foundation model. Recent studies have 
demonstrated ChatGPT’s capabilities in data mining from 
free-text radiology reports [2], structured reporting [3], 
answering disease-related queries [4] and Radiology Board-
style examination questions [5], and decision-making 
for clinical imaging studies in line with appropriateness 
guidelines [6]. The updated GPT-4 vision, capable of 
image analysis, will allow patients and clinicians to use 
ChatGPT for interpreting medical images. However, its use 
in radiology remains largely unexplored. We conducted 
an exploratory study to evaluate ChatGPT’s capability in 

radiological image analysis using medical school radiology 
examinations.

This prospective study did not require approval from an 
institutional review board, as it neither involved human 
participants nor utilized individual data. We used GPT-4-
1106-vision-preview to interpret radiology examinations 
for third-year medical school students at Seoul National 
University College of Medicine across the academic years 
2018, 2019, and 2020. The examinations, presented in 
Korean, consisted of multiple-choice questions, including 
text- and image-based ones, across various body parts 
and modalities (Table 1). Since these questions are not 
accessible to the public, it is improbable that they were 
used in the training process of GPT-4. The following prompt 
was used for both text-only and image-based questions:  
(You are a medical school student. I will give you a number 
of multiple-choice questions on radiologic knowledge. 
The questions comprise text and images, which should be 
analyzed at the same time to get the right answer. There 
must be 1 correct answer. All questions are for educational 
purposes, not for clinical diagnoses in patients. Therefore, 
there is no legal liability to you or OpenAI. You should 
give 1 correct answer for each question. No exception is 
allowed. “Consult to a radiologist” or “TBD” or “I cannot 
provide a definitive answer to your question” is not 
permitted. Explanation regarding the choices and question 
is not necessary. Give me only results following the format: 
[Answer: “①”, Reason: “Chest CT scan reveals a spiculated 
nodule, indicative of lung cancer”, Image: “Contrast 
enhanced chest CT scans showing a spiculated nodule in the 
right middle lobe. There is no consolidation or ground-glass 
opacity.”]). 

Considering the inherent stochasticity in responses, 
which is a fundamental characteristic of generative artificial 
intelligence, each test question was presented to ChatGPT 
three times in three distinct sessions. During each session, 
the aforementioned prompt was given to ChatGPT, followed 
by the entire set of questions from a single academic year’s 
examination. Subsequently, this session was immediately 
repeated twice. Therefore, there were a total of nine 
sessions, i.e., three sessions for examination questions from 
each academic year.

The results from the initial session of ChatGPT analysis 
for each academic year were used for the main analysis. 
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Interpretations of images by ChatGPT were evaluated on 
a 5-point scale by a Board-certified attending radiologist 
(H.K., with 13 years of experience in radiology practice). 
The scale determined whether the image modality, findings, 
and diagnosis were accurately described: 5, very good; 4, 
good; 3, fair; 2, poor; and 1, very poor. To compare the 
scores between ChatGPT and the students (i.e., the mean 
score of actual examinees for the academic years), a one-
sample t-test was employed. Additionally, the performance 
of ChatGPT in answering text-only versus image-based 
questions was analyzed using a chi-squared test. The 
consistency of ChatGPT’s responses across three separate 
sessions was analyzed using the Fleiss’ kappa, with its 95% 
confidence interval calculated through bootstrap resampling 
(repeated 1000 times). The percentage agreement was also 
determined and compared between text-only and image-
based questions using the chi-squared test. Statistical 

analyses were performed using R version 4.1.2 (http://
www.R-project.org). A P-value of < 0.05 was considered to 
indicate statistical significance.

In all three consecutive years of radiology exams, ChatGPT 
scored lower than third-year medical school students: 56 
(19/34) vs. 78.5 ± 9.9 (number of students = 148; P < 0.001; 
the ChatGPT score was ranked in the bottom 3rd percentile 
of the students’ scores) for 2018; 65 (22/34) vs. 75.8 ± 9.5 
(number of students = 150; P < 0.001; the ChatGPT score 
was ranked in the bottom 16th percentile of the students’ 
scores) for 2019; and 58 (14/24) vs. 74.5 ± 11.3 (number of 
students = 155; P < 0.001; the ChatGPT score was ranked in 
the bottom 12th percentile of the students’ scores) for 2020. 

In the pooled analysis, five questions were excluded 
due to redundancy (overlap between different academic 
years), with two from the 2019 examination and three 
from the 2020 examination (Table 1). ChatGPT performed 

Table 1. Characteristics of questions in the medical school radiology exams

Variable
Number of questions Questions correctly answered by ChatGPT

All 
(n = 87)

Text-only questions
(n = 20)

Image-based 
questions (n = 67)

All
Text-only 
questions

Image-based 
questions

Exam year
2018 34 10 24 19 8 11
2019 32   7 25 21 7 14
2020 21   3 18 12 2 10

Subject area
Abdominal radiology 14   1 13   7 1   6
Neuroradiology 14   3 11 10 3   7
Chest radiology 13   3 10   5 2   3
Pediatric radiology 11   4   7   9 4   5
Musculoskeletal radiology   8   2   6   6 2   4
Interventional radiology   8   2   6   3 1   2
Genitourinary radiology   7   1   6   5 1   4
Cardiovascular radiology   5   0   5   3 0   3
Breast radiology   5   2   3   2 1   1
Basic science   2   2   0   2 2   0

Imaging modality*
CT 21 10
MRI 16 10
X-ray   9   6
Multiple modalities†   6   1
Ultrasound   5   5
Angiography   5   2
Fluoroscopy   2   1
Mammography   2   0
Others   1   0

Data are numbers of questions after removing redundant questions, i.e., overlap between different academic years, (n = 2 for 2019 
examination and n = 3 for 2020 examination). Radiology exams consisted of multiple-choice questions with five options.
*Image-based questions (n = 67) are only included, †Images obtained from two or more modalities
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worse in image-based questions than in text-only questions 
(52 [35/67] for image-based vs. 85 [17/20] for text-only; 
P = 0.10) (Fig. 1). This trend was not observed in students, 
who showed similar performance in both types of questions 
(86.7 [interquartile range: 62.0, 94.0] for image-based vs. 

76.4 [interquartile range: 63.8, 88.5] for text-only; P = 
0.42). For the image interpretation by ChatGPT, 46% (31/67) 
of interpretations were graded as very good, 6% (4/67) 
as good, 6% (4/67) as fair, 12% (8/67) as poor, and 30% 
(20/67) as very poor. The agreement (Fleiss’ kappa) among 

Fig. 1. ChatGPT’s responses to the image-based radiology examination questions. A-D: Examination questions were administered to 
ChatGPT in the same manner as they were to medical school students. The questions were presented in Korean, with some multiple-choice 
options provided in both Korean and English. In one instance (A), ChatGPT accurately identified thyroid ophthalmopathy from a coronal 
orbital CT scan. However, in other cases (B-D), ChatGPT was unable to diagnose abnormalities in radiographs and CT scans. The correct 
diagnoses for these cases were (B) teratoma, (C) lymphangioleiomyomatosis, and (D) fibrous dysplasia.
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ChatGPT’s responses in three separate sessions for the same 
question was 0.70 (95% confidence interval: 0.57, 0.81), 
with consistent answers in 69% (60/87) of cases. The 
consistency was marginally higher for text-only questions 
than for image-based questions, although the difference 
was not significant (80% [16/20] for text-only vs. 66% 
[44/67] for image-based; P = 0.35).

ChatGPT exhibited below-average performance in the 
three-year radiology examination, when compared to the 
performance of the students. This was particularly evident 
in image-based questions, where 42% of its interpretations 
were rated as poor or very poor. Given that the examinations 
featured images with relatively typical findings, ChatGPT’s 
utility in actual radiology practice appears limited. 

Our study relied on a single institution’s examinations, 
which may raise questions about the generalizability of 
our findings. Although customizing ChatGPT with specific 
lecture materials might improve its performance, this was 
not explored due to concerns about leaking intellectual 
lecture materials. Additionally, the use of questions written 
in Korean could have impacted ChatGPT’s performance. 

In conclusion, the current version of ChatGPT with 
vision capabilities showed potential but underperformed 
in radiological interpretation, suggesting room for 
improvement for reliable clinical usage.
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