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See the corresponding articles “Positive Predictive 
Values of Abnormality Scores from a Commercial 
Artificial Intelligence-Based Computer-Aided Diagnosis 
for Mammography” at https://doi.org/10.3348/
kjr.2023.0907 and “Uncover This Tech Term: 
Uncertainty Quantification for Deep Learning” at 
https://doi.org/10.3348/kjr.2024.0108.
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One significant barrier to the adoption of artificial 
intelligence (AI) algorithms based on deep learning 
architectures in clinical practice is the inherent lack of 
understanding regarding why an AI algorithm produces 
a particular result, often referred to as its “black box” 
nature. When an AI algorithm generates outputs without 
allowing users to interrogate the decision-making process, 
it becomes challenging for users to adequately accept or 
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reject the AI’s results.
Providing specific probabilities and levels of credibility 

for AI decisions, such as “73% probability of cancer” or 
“85% certainty in cancer diagnosis,” rather than offering a 
blunt AI output like “cancer” can help alleviate the black 
box problem. Although such information does not explain 
the inner workings behind an AI decision, it makes the use 
of AI more straightforward because users can more readily 
accept AI results when the results are accompanied by both 
high probabilities and credibility. In this context, the article 
by Faghani et al. [1] published in the current issue of the 
journal introduces an updated method known as “uncertainty 
quantification,” which aims to demonstrate the level of 
uncertainty associated with an AI decision. 

Many commercial AI algorithms already provide somewhat 
related AI output, such as abnormality scores or probability 
scores, alongside primary AI predictions (Fig. 1). These 
outputs are collectively referred to hereafter as “abnormality 
scores” in this article. Some unwitting users of AI may 
mistakenly interpret these scores as representing the true 
probability or level of trustworthiness of AI decisions. In 
reality, one should refrain from hastily interpreting such 
scores in this manner.

An AI algorithm initially calculates a probability-
like continuous numerical output, for example 0 to 1. 
It subsequently converts this continuous output into 
categorical results such as the presence or absence of the 
target disease, by applying a predetermined threshold, for 
example 0.5 [2]. AI systems may present the raw continuous 
numerical output directly as an abnormality score, or adjust 
it in certain ways to display the score values in a more 
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convenient range or as percentages, as depicted in Figure 1. 
While the continuous numerical output bears resemblance 
to probability, it may not necessarily represent the true 
probability of the disease predicted by the AI for several 
reasons. Firstly, in most cases the calibration performance 
of the continuous AI output remains unknown. Calibration 
performance refers to the degree of similarity of the AI-
predicted probabilities to the actual probabilities [2]. 
It differs from the discrimination performance of an AI 
algorithm, often measured using the area under the receiver 
operating characteristic curve. It is important to note that 
good discrimination performance does not guarantee good 
calibration performance [2,3]. Despite its significance, 
calibration performance has received limited attention 
in both academic studies and regulatory evaluations 
of AI algorithms [3-5]. Secondly, even if an AI model 
demonstrates excellent calibration performance within a 
specific testing dataset, it may not be well calibrated for 
application elsewhere due to inherent heterogeneity in 
healthcare caused by factors such as variations in patient 
populations, differences in the acquisition and measurement 
of predictive and outcome variables, and shifts in healthcare 
practices over time [6,7]. Calibration performance is 

typically more susceptible to this heterogeneity compared 
to discrimination performance [6]. Looking at it from a 
different perspective, the optimal threshold used to convert 
the continuous numerical AI output into categorical results 
chosen in a particular testing scenario may not be applicable 
to individual users’ practices, necessitating appropriate 
adjustments [8].

Given the above-described considerations, it is crucial 
for AI users not to interpret the abnormality score values 
provided by an AI algorithm as fixed probabilities. Moreover, 
regarding the effects of patient population characteristics, 
AI users should be familiar with the concepts of pretest 
and posttest probabilities. The true probability of a 
disease, known as posttest probability, is significantly 
influenced by the pretest probability, which represents the 
patient’s inherent level of risk of the disease. According to 
Bayes’ theorem, the posttest probability of disease given 
a particular test result (e.g., AI result) is calculated as 
follows [2]: pretest probability x likelihood ratio ÷ (1 − 
pretest probability + pretest probability x likelihood ratio). 
Consequently, for the same AI abnormality score, different 
true probabilities can be inferred depending on the patient’s 
pretest probabilities. In simple terms, a higher posttest 
probability is deduced for a patient with a higher pretest 
probability. When human experts interpret radiology exams 
they typically consider various clinical findings and patient 
characteristics besides the radiological findings, thereby 
instinctively accounting for the patient’s pretest probability. 

Studies primarily focusing on the interpretation or 
utilization of AI-generated abnormality scores are relatively 
scarce, compared to the abundance of studies investigating 
the discrimination performance of AI algorithms. A study by 
Lee et al. [9], featured in the current issue of the journal, 
deals with this issue concerning the abnormality score 
provided by a specific commercial mammography AI. Further 
research in this area would be valuable and welcomed.

Taking a step further, it is important to understand that 
the AI-generated abnormality score does not represent 
the level of certainty of the AI diagnosis. As eloquently 
explained in articles by Faghani et al. [1,10], uncertainty is 
a distinct measure separate from the probability presented 
by an AI model. AI may present a probability with any levels 
of uncertainty. For instance, an AI model might indicate that 
a patient has a 90% probability of the target disease with a 
high level of uncertainty. In this case the AI prediction lacks 
credibility regardless of the high probability. Uncertainty 
quantification identifies instances where an AI model lacks 

Fig. 1. An example of abnormality scores provided by a commercial 
artificial intelligence model. In this example the abnormality 
scores range from 0% (indicating the lowest probability) to 100% 
(indicating the highest probability). The presented score of 77% 
should not be hastily accepted as “77% true probability of the 
disease” or interpreted as “77% certainty in the diagnosis.”
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sufficient information to make reliable decisions, prompting 
low trust in the model’s predictions. In such cases re-
evaluation by a human expert becomes even more critical, 
to ensure an accurate diagnosis. Conversely, in cases 
where the AI prediction is associated with low uncertainty, 
less stringent human supervision may be acceptable. 
Uncertainty quantification therefore serves as a tool to 
enhance transparency regarding the reliability of AI results 
and is likely to play a pivotal role in achieving efficient 
and synergistic human-AI collaboration [1,4]. Although 
uncertainty quantification is still an area of ongoing research 
and has yet to be integrated into user-level AI models, it is 
an important concept that AI users should be cognizant of.
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