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Abstract. In this paper, we study the existence of finite order meromorphic solutions of the following non-linear difference equation

$$
f^{n}(z)+P_{d}(z, f)=p_{1} e^{\alpha_{1} z}+p_{2} e^{\alpha_{2} z}+p_{3} e^{\alpha_{3} z}
$$

where $n \geq 2$ is an integer, $P_{d}(z, f)$ is a difference polynomial in $f$ of degree $d \leq n-2$ with small functions of $f$ as its coefficients, $p_{j}(j=1,2,3)$ are small meromorphic functions of $f$ and $\alpha_{j}(j=1,2,3)$ are three distinct non-zero constants. We give the expressions of finite order meromorphic solutions of the above equation under some restrictions on $\alpha_{j}(j=1,2,3)$. Some examples are given to illustrate the accuracy of the conditions.

## 1. Introduction and main results

It is an important and difficult problem for complex functional equations to prove the existence of their solutions. In [15], Yang and Laine proved the following result.
Theorem A. A non-linear difference equation

$$
\begin{equation*}
f^{3}(z)+q(z) f(z+1)=c \sin b z \tag{1.1}
\end{equation*}
$$

where $q$ is a non-constant polynomial and $b, c$ are non-zero constants, does not admit entire solutions of finite order. If $q$ is a non-zero constant, then equation (1.1) possesses three district entire solutions of finite order, provided $b=3 \pi n$ and $q^{3}=(-1)^{n+1} \frac{27}{4} c^{2}$ for a non-zero integer $n$.

Recently, there has been a renewed interest (see [2-4,10-12, 17]) in solvability and existence for entire or meromorphic solutions of non-linear difference

[^0]equations or differential equations. In 2019, Chen, Gao and Zhang [3] improved and extended Theorem A and obtained the following result.

Theorem B. Let $n \geq 2$ be an integer, $q$ be a non-zero polynomial, $c, \lambda, p_{1}, p_{2}$ be non-zero constants. If there exists some entire solution $f$ of finite order to equation

$$
\begin{equation*}
f^{n}(z)+q(z) \Delta_{c} f(z)=p_{1} e^{\lambda z}+p_{2} e^{-\lambda z} \tag{1.2}
\end{equation*}
$$

such that $\Delta_{c} f(z)=f(z+c)-f(z) \not \equiv 0$, then $q$ is a constant, and $n=2$ or $n=3$. When $n=2$, then $f(z)=q+c_{1} e^{\frac{\lambda}{2} z}+c_{2} e^{-\frac{\lambda}{2} z}$, where $q^{4}=4 p_{1} p_{2}$, $c_{1}^{2}=p_{1}, c_{2}^{2}=p_{2}, \lambda c=2 k \pi i, k \in \mathbb{Z}$ and $k$ is odd; When $n=3$, then $f(z)=$ $c_{1} e^{\frac{\lambda}{3} z}+c_{2} e^{-\frac{\lambda}{3} z}$, where $q^{3}=\frac{27}{8} p_{1} p_{2}, c_{1}^{3}=p_{1}, c_{2}^{3}=p_{2}, \lambda c=3 k \pi i, k \in \mathbb{Z}$ and $k$ is odd.

More recently, Liu and Mao showed in [12]:
Theorem C. Let $n \geq 2$ be an integer, $P_{d}(z, f)$ be a difference polynomial in $f$ of degree $d \leq n-1$ with polynomial coefficients, and let $p_{j}, \alpha_{j}(j=1,2)$ be non-zero constants satisfying

$$
\frac{\alpha_{1}}{\alpha_{2}} \in\left\{-1, \frac{t}{n}, \frac{n}{t}: 1 \leq t \leq n-1\right\}
$$

If difference equation

$$
\begin{equation*}
f^{n}(z)+P_{d}(z, f)=p_{1} e^{\alpha_{1} z}+p_{2} e^{\alpha_{2} z} \tag{1.3}
\end{equation*}
$$

admits a finite order meromorphic solution $f(z)$, then one of the following holds:
(i) $f(z)=\gamma_{0}+\gamma_{1} e^{\frac{\alpha_{1}}{n} z}+\gamma_{2} e^{\frac{\alpha_{2}}{n} z}$, and $\frac{\alpha_{1}}{\alpha_{2}}=-1$, where $\gamma_{1}, \gamma_{2}$ are constants satisfying $\gamma_{j}^{n}=p_{j}, j=1,2, \gamma_{0}$ is a polynomial.
(ii) $f(z)=\gamma_{1} e^{\beta z}+\gamma_{0}$, and $\frac{\alpha_{1}}{\alpha_{2}}=\frac{n}{t}$ (or $\frac{t}{n}$ ), where $n \beta=\alpha_{1}\left(\right.$ or $\left.\alpha_{2}\right), \gamma_{1}$ is a non-zero constant satisfying $\gamma_{1}^{n}=p_{1}\left(\right.$ or $\left.\gamma_{1}^{n}=p_{2}\right), \gamma_{0}$ is a polynomial. Moreover, if $P_{d}(z, 0) \not \equiv 0$, then $\gamma_{0} \not \equiv 0$.

Clearly, there are only two exponential terms on the right side of difference equations studied above. It is natural to ask what we would obtain if the right side has three linearly independent exponential type functions. In this paper, we consider this question and obtain the following result.

Theorem 1.1. Let $n \geq 3$ be an integer, $P_{d}(z, f)$ be a difference polynomial in $f$ of degree $d \leq n-2$ with small functions of $f$ as its coefficients, and let $p_{j}, \alpha_{j}(j=1,2,3)$ be non-zero constants. If

$$
\begin{equation*}
\frac{\alpha_{1}}{\alpha_{2}} \in\left\{\frac{s}{n}: 1 \leq s \leq n-1\right\}, \frac{\alpha_{3}}{\alpha_{2}} \in\left\{\frac{t}{n}: 1 \leq t \leq n-1\right\}, s \neq t \tag{1.4}
\end{equation*}
$$

and if $f$ is a finite order meromorphic solution of the difference equation

$$
\begin{equation*}
f^{n}(z)+P_{d}(z, f)=p_{1} e^{\alpha_{1} z}+p_{2} e^{\alpha_{2} z}+p_{3} e^{\alpha_{3} z} \tag{1.5}
\end{equation*}
$$

then $f(z)=\gamma_{1}+\gamma_{2} e^{\frac{\alpha_{2}}{n} z}$, $\gamma_{1}$ is a constant, $\gamma_{2}$ is a non-zero constant satisfying $\gamma_{2}^{n}=p_{2}$. Moreover, if $P_{d}(z, 0) \not \equiv 0$, then $\gamma_{1} \not \equiv 0$.
Remark 1.2. In Theorem 1.1, the condition $P_{d}(z, 0) \not \equiv 0$ is only a sufficient condition which guarantees $\gamma_{1} \neq 0$. See the following Example 1.3.

Example 1.3. $f(z)=1+e^{z}$ solves the difference equation

$$
f^{3}(z)-f(z+\ln 2)=e^{z}+e^{3 z}+3 e^{2 z}
$$

Here $n=3, d=1, \alpha_{1}=1, \alpha_{2}=3, \alpha_{3}=2$ satisfy $\frac{\alpha_{1}}{\alpha_{2}}=\frac{1}{3}, \frac{\alpha_{3}}{\alpha_{2}}=\frac{2}{3}$.
The conditions (1.4) and $d \leq n-2$ in Theorem 1.1 are necessary, which can be illustrated by the following two examples.

Example 1.4. Let $n=3, d=2$, and $\alpha_{1}=1, \alpha_{2}=3, \alpha_{3}=-3$ satisfy $\frac{\alpha_{1}}{\alpha_{2}}=\frac{1}{3}$, $\frac{\alpha_{3}}{\alpha_{2}}=-1$. Then the following difference equation

$$
f^{3}(z)-3 f^{2}(z)+2 f(z)-f(z-\ln 2)+1=\frac{3}{2} e^{z}+e^{3 z}+e^{-3 z}
$$

has a transcendental entire solution $f=1+e^{z}+e^{-z}$. But it does not satisfy the result of Theorem 1.1.

Example 1.5. Let $n=3, d=2$, and $\alpha_{1}=4, \alpha_{2}=6, \alpha_{3}=5$ satisfy $\frac{\alpha_{1}}{\alpha_{2}}=\frac{2}{3}$, $\frac{\alpha_{3}}{\alpha_{2}}=\frac{5}{6}$. Then the following difference equation

$$
f^{3}(z)-\frac{1}{2} f^{2}(z)-\frac{1}{2} f(z) f(z+\pi i)=2 e^{4 z}+e^{6 z}+3 e^{5 z}
$$

has a transcendental entire solution $f=e^{z}\left(1+e^{z}\right)$. But it does not satisfy the result of Theorem 1.1.

How to find the solutions of the equation (1.5) under the conditions $n=2$ and $d=0$ ? To this end, we shall prove the following result.

Theorem 1.6. Let $p_{l}(l=1,2,3)$ be nonzero meromorphic functions, $\alpha_{l}(l=$ $1,2,3)$ be distinct nonzero constants. If $f$ is a finite order meromrphic solution of equation

$$
\begin{equation*}
f^{2}(z)=p_{1} e^{\alpha_{1} z}+p_{2} e^{\alpha_{2} z}+p_{3} e^{\alpha_{3} z}, \tag{1.6}
\end{equation*}
$$

and satisfies $T\left(r, p_{l}\right)=S(r, f)(l=1,2,3)$, then $f(z)=\gamma_{i} e^{\frac{\alpha_{i}}{2} z}+\gamma_{j} e^{\frac{\alpha_{j}}{2} z}$, where $\gamma_{i}, \gamma_{j}$ are meromorphic functions and satisfy $\gamma_{i}^{2}=p_{i}, \gamma_{j}^{2}=p_{j}, 2 \gamma_{i} \gamma_{j}=p_{k}$, $\alpha_{i}+\alpha_{j}=2 \alpha_{k},\{i, j, k\}=\{1,2,3\}$.

We assume the reader is familiar with the basic results and standard notations of Nevanlinna theory (see $[1,8,14]$ ). Let $f$ be a meromorphic function in the complex plane $\mathbb{C}$. We use $\sigma(f)$ to denote the order of growth of $f$. For simplicity, we denote by $S(r, f)$ any quantify satisfying $S(r, f)=o(T(r, f))$, as $r \rightarrow \infty$, outside of a possible exceptional set of finite logarithmic measure, we use $S(f)$ to denote the family of all small functions with respect to $f$. Let $N_{1)}\left(r, \frac{1}{f}\right)$ and $N_{(2}\left(r, \frac{1}{f}\right)$ denote the counting functions corresponding to simple
and multiple zeros of $f$, respectively. In general, a difference polynomial in $f$ is defined to be a polynomial in $f$ and its shifts $f(z+c)$ with small functions as its coefficients, that is, a difference polynomial $P_{d}(z, f)$ in $f$ is denoted by

$$
\begin{equation*}
P_{d}(z, f)=\sum_{\mu \in I} a_{\mu}(z) \prod_{j=1}^{t_{\mu}} f\left(z+\delta_{\mu j}\right)^{l_{\mu j}} \tag{1.7}
\end{equation*}
$$

where $I$ is a finite set of the index $\mu, a_{\mu}(\mu \in I)$ are small meromorphic function of $f, t_{\mu}, l_{\mu j}\left(\mu \in I, j=1, \ldots, t_{\mu}\right)$ are natural numbers, $\delta_{\mu j}(\mu \in$ $\left.I, j=1, \ldots, t_{\mu}\right)$ are distinct complex constants. The degree of $P_{d}(z, f)$ is defined by $d=\max _{\mu \in I}\left\{l_{\mu}: l_{\mu}=\sum_{j=1}^{t_{\mu}} l_{\mu j}\right\}$.

## 2. Some lemmas

Lemma 2.1 (Clunie's Lemma [6]). Let $f$ be a transcendental meromorphic solution of $f^{n}(z) P(z, f)=Q(z, f)$, where $P(z, f)$ and $Q(z, f)$ are polynomials in $f$ and its derivatives with meromorphic coefficients, say $\left\{a_{\lambda} \mid \lambda \in I\right\}$, such that $m\left(r, a_{\lambda}\right)=S(r, f)$ for all $\lambda \in I, I$ is a finite set of the index $\lambda$. If the total degree of $Q(z, f)$ as a polynomial in $f$ and its derivatives is $\leq n$, then

$$
m(r, P(z, f))=S(r, f)
$$

Lemma 2.2 ([7, Corollary 3.3]). Let $f$ be a non-constant finite order meromorphic solution of $f^{n}(z) P(z, f)=Q(z, f)$, where $P(z, f)$ and $Q(z, f)$ are difference polynomials in $f$ with small meromorphic coefficients, and let $c \in \mathbb{C}$, $\delta<1$. If the total degree of $Q(z, f)$ as a polynomial in $f$ and its shifts is $\leq n$, then

$$
m(r, P(z, f))=o\left(\frac{T(r+|c|, f)}{r^{\delta}}\right)+o(T(r, f))
$$

for all $r$ outside of a possible exceptional set with finite logarithmic measure.
Remark 2.3. Lemma 2.2 still holds for the case $P(z, f), Q(z, f)$ being differ-ential-difference polynomials in $f$ with functions of small proximity related to $f$ as its coefficients.
Lemma 2.4 ([5, Corollary 2.6]). Let $\eta_{1}, \eta_{2}$ be two complex numbers such that $\eta_{1} \neq \eta_{2}$ and let $f$ be a finite order meromorphic function. Let $\sigma$ be the order of $f$. Then for each $\varepsilon>0$, we have

$$
m\left(r, \frac{f\left(z+\eta_{1}\right)}{f\left(z+\eta_{2}\right)}\right)=O\left(r^{\sigma-1+\varepsilon}\right)
$$

Lemma 2.5 ([12, Lemma 2.3]). Let $f$ be a transcendental meromorphic solution of the difference equation

$$
f^{n}(z)+P_{d}(z, f)=H(z)
$$

where $n \geq 2$ is an integer, $P_{d}(z, f)$ is a difference polynomial in $f$ of degree $d \leq n-1$, and $H$ is a meromorphic function satisfying $N(r, H)=S(r, f)$. If $f$ is of finite order, then $N(r, f)=S(r, f)$ and $\sigma(f)=\sigma(H)$.

Lemma 2.6 ([12, Lemma 2.4]). Let $n \geq 2$ be an integer, $\alpha_{j}(j=1,2)$ be distinct non-zero constants, and let $p_{j}(j=1,2)$ be non-zero meromorphic functions. Then the equation

$$
f^{n}(z)=p_{1} e^{\alpha_{1} z}+p_{2} e^{\alpha_{2} z}
$$

cannot admit a meromorphic solution $f$ such that $T\left(r, p_{j}\right)=S(r, f)(j=1,2)$.
Lemma 2.7 ([16, Theorem 1.51]). Suppose that $f_{1}, f_{2}, \ldots, f_{n}(n \geq 2)$ are meromorphic functions and $g_{1}, g_{2}, \ldots, g_{n}$ are entire functions satisfying the following conditions:
(i) $\sum_{j=1}^{n} f_{j} e^{g_{j}} \equiv 0$.
(ii) $g_{j}-g_{k}$ are not constants for $1 \leq j<k \leq n$.
(iii) For $1 \leq j \leq n, 1 \leq h<k \leq n$,

$$
T\left(r, f_{j}\right)=o\left(T\left(r, e^{g_{h}-g_{k}}\right)\right)(r \rightarrow \infty, r \notin E)
$$

where $E$ is a set with finite linear measure. Then $f_{j} \equiv 0(j=1, \ldots, n)$.
Lemma 2.8 ([9, Lemma 6]). Suppose that $f(z)$ is a transcendental meromorphic function, $a, b, c, d \in S(f)$ such that acd $\not \equiv 0$. If

$$
a f^{2}+b f f^{\prime}+c\left(f^{\prime}\right)^{2}=d
$$

then

$$
c\left(b^{2}-4 a c\right) \frac{d^{\prime}}{d}+b\left(b^{2}-4 a c\right)-c\left(b^{2}-4 a c\right)^{\prime}+\left(b^{2}-4 a c\right) c^{\prime}=0
$$

Remark 2.9. The condition $a c d \not \equiv 0$ in Lemma 2.8 is not necessary and it can be replaced by $c d \not \equiv 0$. Cf. the proof of Lemma 6 in [9].

Lemma 2.10 ([8, Theorem 3.9]). Let $n \in \mathbb{N}$ and $f(z)$ be a non-constant meromorphic function. Suppose

$$
g(z)=f^{n}(z)+P_{n-1}(z, f),
$$

where $P_{n-1}(z, f)$ is a differential polynomial in $f$ of degree at most $n-1$ with small functions of $f$ as its coefficients and that

$$
N(r, f)+N\left(r, \frac{1}{g}\right)=S(r, f)
$$

Then $g(z)=(\gamma(z)+f(z))^{n}$, where $\gamma(z) \in S(f)$.
Lemma 2.11. Let $n \geq 3$ be an integer, $P_{d}(z, f)$ be a difference polynomial in $f$ of degree $d \leq n-2$ with small functions of $f$ as its coefficients, $p_{j}(j=1,2,3)$ are small functions of $f$ and let $\alpha_{j}(j=1,2,3)$ be non-zero constants satisfying (1.4). If $f$ is a finite order meromorphic solution of difference equation

$$
\begin{equation*}
f^{n}(z)+P_{d}(z, f)=p_{1} e^{\alpha_{1} z}+p_{2} e^{\alpha_{2} z}+p_{3} e^{\alpha_{3} z} \tag{2.1}
\end{equation*}
$$

then $m\left(r, \frac{e^{\alpha_{1} z}}{f^{n-2}}\right)=S(r, f)$ or $m\left(r, \frac{e^{\alpha_{3} z}}{f^{n-2}}\right)=S(r, f)$.

Proof. Set

$$
\begin{equation*}
P_{d}(z, f)=\sum_{\mu \in I} b_{\mu}(z) \prod_{j=1}^{t_{\mu}} f\left(z+\delta_{\mu j}\right)^{l_{\mu j}} \tag{2.2}
\end{equation*}
$$

where $I$ is a finite set of the index $\mu, t_{\mu}, l_{\mu j}\left(\mu \in I, j=1, \ldots, t_{\mu}\right)$ are natural numbers, $\delta_{\mu j}\left(\mu \in I, j=1, \ldots, t_{\mu}\right)$ are distinct complex constants. Denote $g_{\mu j}(z):=\frac{f\left(z+\delta_{\mu j}\right)}{f(z)}$ and substitute this equality into (2.2) yields

$$
\begin{equation*}
P_{d}(z, f)=\sum_{\mu \in I}\left(b_{\mu}(z) \prod_{j=1}^{t_{\mu}} g_{\mu j}^{l_{\mu j}}(z)\right) f^{l_{\mu}}(z)=\sum_{q=0}^{d} \beta_{q}(z) f^{q}(z) \tag{2.3}
\end{equation*}
$$

where $l_{\mu}=\sum_{j=1}^{t_{\mu}} l_{\mu j}, d=\max _{\mu \in I}\left\{l_{\mu}\right\}, \beta_{q}(z)=\sum_{l_{\mu}=q}\left(b_{\mu}(z) \prod_{j=1}^{t_{\mu}} g_{\mu j}^{l_{\mu j}}(z)\right)$ $(q=0, \ldots, d)$. By applying Lemma 2.4, we have

$$
\begin{equation*}
m\left(r, \beta_{q}(z)\right)=S(r, f) \quad(q=0, \ldots, d) \tag{2.4}
\end{equation*}
$$

Without loss of generality, we assume that $P_{d}(z, 0) \not \equiv 0$. Otherwise, we make the transformation $g=f-c$ for a suitable constant c satisfying $c^{n}+P_{d}(z, c) \not \equiv 0$. Then (2.1) is changed to the form $g^{n}(z)+Q_{d}(z, g)=p_{1} e^{\alpha_{1} z}+p_{2} e^{\alpha_{2} z}+p_{3} e^{\alpha_{3} z}$, where $Q_{d}(z, g)$ is a difference polynomial in $g$ of degree at most $n-1$ with small functions of $g$ as its coefficients, and $Q_{d}(z, 0)=c^{n}+P_{d}(z, c) \not \equiv 0$. Noting that $P_{d}(z, 0) \not \equiv 0$, it follows from (2.1) and (2.3) that
(2.5) $\frac{1}{\sum_{i=1}^{3} p_{i} e^{\alpha_{i} z}-P_{d}(z, 0)}+\sum_{q=1}^{d} \frac{\beta_{q}}{\sum_{i=1}^{3} p_{i} e^{\alpha_{i} z}-P_{d}(z, 0)}\left(\frac{1}{f}\right)^{n-q}=\left(\frac{1}{f}\right)^{n}$.

It follows from (2.1) and Lemma 2.5 that $S(r, f)=S\left(r, e^{z}\right)$. On the other hand, by [13, Satz 2], then we have

$$
\begin{aligned}
& m\left(r, \frac{1}{\sum_{i=1}^{3} p_{i} e^{\alpha_{i} z}-P_{d}(z, 0)}\right)=S(r, f) \\
& m\left(r, \frac{e^{\alpha_{j} z}}{\sum_{i=1}^{3} p_{i} e^{\alpha_{i} z}-P_{d}(z, 0)}\right)=S(r, f), j=1,2,3
\end{aligned}
$$

By the above two equalities, (2.4) and (2.5), we obtain

$$
\begin{equation*}
m\left(r, \frac{1}{f}\right)=S(r, f), \quad m\left(r, \frac{e^{\alpha_{j} z}}{f^{n}}\right)=S(r, f), j=1,2,3 \tag{2.6}
\end{equation*}
$$

By (1.4), we see that $s \neq t$, if $s<t$, then $1 \leq s \leq n-2 \leq t \leq n-1$, and the fact that

$$
\left|\frac{e^{\alpha_{1} z}}{f^{n-2}}\right|=\left|\frac{e^{\alpha_{1} z}}{f^{s}}\right| \cdot\left|\frac{1}{f^{n-2-s}}\right|=\left|\frac{e^{\alpha_{2} z}}{f^{n}}\right|^{\frac{s}{n}} \cdot\left|\frac{1}{f^{n-2-s}}\right|
$$

It follows from (2.6) that

$$
m\left(r, \frac{e^{\alpha_{1} z}}{f^{n-2}}\right)=S(r, f)
$$

If $s>t$, similarly, we can prove that

$$
m\left(r, \frac{e^{\alpha_{3} z}}{f^{n-2}}\right)=S(r, f)
$$

## 3. Proof of Theorem 1.1

Proof. Set $P_{d}(z, f)=P$. Then (1.5) can be rewritten as

$$
\begin{equation*}
f^{n}+P=p_{1} e^{\alpha_{1} z}+p_{2} e^{\alpha_{2} z}+p_{3} e^{\alpha_{3} z} \tag{3.1}
\end{equation*}
$$

Differentiating (3.1) yields

$$
\begin{equation*}
n f^{n-1} f^{\prime}+P^{\prime}=\alpha_{1} p_{1} e^{\alpha_{1} z}+\alpha_{2} p_{2} e^{\alpha_{2} z}+\alpha_{3} p_{3} e^{\alpha_{3} z} \tag{3.2}
\end{equation*}
$$

Eliminating $e^{\alpha_{2} z}$ from (3.1) and (3.2), we have

$$
\begin{equation*}
\alpha_{2} f^{n}-n f^{n-1} f^{\prime}+\alpha_{2} P-P^{\prime}=\left(\alpha_{2}-\alpha_{1}\right) p_{1} e^{\alpha_{1} z}+\left(\alpha_{2}-\alpha_{3}\right) p_{3} e^{\alpha_{3} z} . \tag{3.3}
\end{equation*}
$$

Differentiating (3.3) yields

$$
\begin{align*}
& n \alpha_{2} f^{n-1} f^{\prime}-n(n-1) f^{n-2}\left(f^{\prime}\right)^{2}-n f^{n-1} f^{\prime \prime}+\alpha_{2} P^{\prime}-P^{\prime \prime} \\
= & \alpha_{1}\left(\alpha_{2}-\alpha_{1}\right) p_{1} e^{\alpha_{1} z}+\alpha_{3}\left(\alpha_{2}-\alpha_{3}\right) p_{3} e^{\alpha_{3} z} . \tag{3.4}
\end{align*}
$$

Eliminating $e^{\alpha_{1} z}$ and $e^{\alpha_{3} z}$ from (3.3) and (3.4), respectively, we have

$$
\begin{align*}
& \alpha_{1} \alpha_{2} f^{n}-n\left(\alpha_{1}+\alpha_{2}\right) f^{n-1} f^{\prime}+n(n-1) f^{n-2}\left(f^{\prime}\right)^{2}+n f^{n-1} f^{\prime \prime} \\
& +\alpha_{1} \alpha_{2} P-\left(\alpha_{1}+\alpha_{2}\right) P^{\prime}+P^{\prime \prime}=\left(\alpha_{2}-\alpha_{3}\right)\left(\alpha_{1}-\alpha_{3}\right) p_{3} e^{\alpha_{3} z} \tag{3.5}
\end{align*}
$$

and

$$
\begin{align*}
& \alpha_{2} \alpha_{3} f^{n}-n\left(\alpha_{2}+\alpha_{3}\right) f^{n-1} f^{\prime}+n(n-1) f^{n-2}\left(f^{\prime}\right)^{2}+n f^{n-1} f^{\prime \prime}  \tag{3.6}\\
& +\alpha_{2} \alpha_{3} P-\left(\alpha_{2}+\alpha_{3}\right) P^{\prime}+P^{\prime \prime}=\left(\alpha_{3}-\alpha_{1}\right)\left(\alpha_{2}-\alpha_{1}\right) p_{1} e^{\alpha_{1} z} .
\end{align*}
$$

Rewriting (3.6) as

$$
\begin{equation*}
f^{n-2} \varphi(z)=-\left[\alpha_{2} \alpha_{3} P-\left(\alpha_{2}+\alpha_{3}\right) P^{\prime}+P^{\prime \prime}\right]+\left(\alpha_{3}-\alpha_{1}\right)\left(\alpha_{2}-\alpha_{1}\right) p_{1} e^{\alpha_{1} z} \tag{3.7}
\end{equation*}
$$ where

$$
\begin{equation*}
\varphi(z)=\alpha_{2} \alpha_{3} f^{2}-n\left(\alpha_{2}+\alpha_{3}\right) f f^{\prime}+n(n-1)\left(f^{\prime}\right)^{2}+n f f^{\prime \prime} \tag{3.8}
\end{equation*}
$$

By applying Lemma 2.11, we get $m\left(r, \frac{e^{\alpha_{1} z}}{f^{n-2}}\right)=S(r, f)$ or $m\left(r, \frac{e^{\alpha_{3} z}}{f^{n-2}}\right)=S(r, f)$.
If $m\left(r, \frac{e^{\alpha_{1} z}}{f^{n-2}}\right)=S(r, f)$, by (3.7), (3.8) and the same proof of Lemma 2.2, we have

$$
\begin{equation*}
m(r, \varphi)=S(r, f) \tag{3.9}
\end{equation*}
$$

It follows from (1.5) and Lemma 2.5 that $N(r, f)=S(r, f)$. Combining (3.8), we get $N(r, \varphi)=S(r, f)$. By (3.9), we get $T(r, \varphi)=S(r, f)$. We consider two cases below.

Case 1. If $\varphi \equiv 0$, it follows from (3.7) that $\alpha_{2} \alpha_{3} P-\left(\alpha_{2}+\alpha_{3}\right) P^{\prime}+P^{\prime \prime}=$ $\left(\alpha_{3}-\alpha_{1}\right)\left(\alpha_{2}-\alpha_{1}\right) p_{1} e^{\alpha_{1} z}$. Then the general solution of above equation is of the form $P=p_{1} e^{\alpha_{1} z}+c_{2} e^{\alpha_{2} z}+c_{3} e^{\alpha_{3} z}, c_{2}, c_{3} \in \mathbb{C}$. It follows from (1.5) that $f^{n}=\left(p_{2}-c_{2}\right) e^{\alpha_{2} z}+\left(p_{3}-c_{3}\right) e^{\alpha_{3} z}$. By Lemma 2.6, we get $p_{2} \neq c_{2}$ and $p_{3}=c_{3}$ or $p_{2}=c_{2}$ and $p_{3} \neq c_{3}$. If $p_{2} \neq c_{2}$ and $p_{3}=c_{3}$, then $f^{n}=\left(p_{2}-c_{2}\right) e^{\alpha_{2} z}$, and $f=\gamma_{2} e^{\frac{\alpha_{2}}{n} z}, \gamma_{2}^{n}=p_{2}-c_{2}$. Substituting the expression of $f$ into (2.3), we have

$$
\begin{aligned}
P & =\beta_{d}\left(\gamma_{2} e^{\frac{\alpha_{2}}{n} z}\right)^{d}+\beta_{d-1}\left(\gamma_{2} e^{\frac{\alpha_{2}}{n} z}\right)^{d-1}+\cdots+\beta_{0} \\
& =p_{1} e^{\alpha_{1} z}+c_{2} e^{\alpha_{2} z}+p_{3} e^{\alpha_{3} z}
\end{aligned}
$$

Noting that $d \leq n-2$ and by applying Lemma 2.7, we obtain $c_{2}=0$. Then $f=\gamma_{2} e^{\frac{\alpha_{2}}{n} z}, \gamma_{2}^{n}=p_{2}, P=p_{1} e^{\alpha_{1} z}+p_{3} e^{\alpha_{3} z}, \frac{\alpha_{1}}{\alpha_{2}}=\frac{s}{n}, \frac{\alpha_{3}}{\alpha_{2}}=\frac{t}{n}, 1 \leq s<t \leq d$. If $p_{2}=c_{2}$ and $p_{3} \neq c_{3}$, similarly, we conclude that $f^{n}=p_{3} e^{\alpha_{3} z}, \gamma_{3}^{n}=p_{3}$, $P=p_{1} e^{\alpha_{1} z}+p_{2} e^{\alpha_{2} z}, \frac{\alpha_{1}}{\alpha_{3}}=\frac{s}{n}, \frac{\alpha_{2}}{\alpha_{3}}=\frac{t}{n}, 1 \leq s<t \leq d$, which contradicts with (1.4).

Case 2. If $\varphi \not \equiv 0$, it follows from (3.8) that

$$
\frac{1}{f^{2}}=\frac{1}{\varphi}\left[\alpha_{2} \alpha_{3}-n\left(\alpha_{2}+\alpha_{3}\right) \frac{f^{\prime}}{f}+n(n-1)\left(\frac{f^{\prime}}{f}\right)^{2}+n \frac{f^{\prime \prime}}{f}\right]
$$

From the above equality, we obtain

$$
2 m\left(r, \frac{1}{f}\right)=m\left(r, \frac{1}{f^{2}}\right) \leq S(r, f)
$$

If $z_{0}$ is a multiple zero of $f$, then $z_{0}$ must be a zero of $\varphi$, and $N_{(2}\left(r, \frac{1}{f}\right) \leq$ $N\left(r, \frac{1}{\varphi}\right) \leq T(r, \varphi)=S(r, f)$, which implies

$$
T\left(r, \frac{1}{f}\right)=N_{1)}\left(r, \frac{1}{f}\right)+S(r, f)
$$

Differentiating (3.8) yields

$$
\begin{equation*}
\varphi^{\prime}=2 \alpha_{2} \alpha_{3} f f^{\prime}-n\left(\alpha_{2}+\alpha_{3}\right) f f^{\prime \prime}-n\left(\alpha_{2}+\alpha_{3}\right)\left(f^{\prime}\right)^{2}+n(2 n-1) f^{\prime} f^{\prime \prime}+n f f^{\prime \prime \prime} . \tag{3.10}
\end{equation*}
$$

Combining (3.8) and (3.10), we get

$$
\begin{align*}
& \alpha_{2} \alpha_{3} \varphi^{\prime} f^{2}-\left[n\left(\alpha_{2}+\alpha_{3}\right) \varphi^{\prime}+2 \alpha_{2} \alpha_{3} \varphi\right] f f^{\prime} \\
& +\left[n(n-1) \varphi^{\prime}+n\left(\alpha_{2}+\alpha_{3}\right) \varphi\right]\left(f^{\prime}\right)^{2}  \tag{3.11}\\
& +\left[n \varphi^{\prime}+n\left(\alpha_{2}+\alpha_{3}\right) \varphi\right] f f^{\prime \prime}-n(2 n-1) \varphi f^{\prime} f^{\prime \prime}-n \varphi f f^{\prime \prime \prime}=0 .
\end{align*}
$$

Suppose $z_{1}$ is a simple zero of $f$ which is not the zero of coefficients of (3.11). It follows from (3.11) that $z_{1}$ is a zero of $(2 n-1) \varphi f^{\prime \prime}-\left[(n-1) \varphi^{\prime}+\left(\alpha_{2}+\alpha_{3}\right) \varphi\right] f^{\prime}$. Denote

$$
\begin{equation*}
\alpha=\frac{(2 n-1) \varphi f^{\prime \prime}-\left[(n-1) \varphi^{\prime}+\left(\alpha_{2}+\alpha_{3}\right) \varphi\right] f^{\prime}}{f} \tag{3.12}
\end{equation*}
$$

Then we have $T(r, \alpha)=S(r, f)$. It follows from (3.12) that

$$
\begin{equation*}
f^{\prime \prime}=\frac{1}{2 n-1}\left[(n-1) \frac{\varphi^{\prime}}{\varphi}+\left(\alpha_{2}+\alpha_{3}\right)\right] f^{\prime}+\frac{\alpha}{(2 n-1) \varphi} f . \tag{3.13}
\end{equation*}
$$

Substituting (3.13) into (3.8) yields

$$
\begin{equation*}
q_{1} f^{2}+q_{2} f f^{\prime}+q_{3}\left(f^{\prime}\right)^{2}=\varphi \tag{3.14}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
q_{1}=\alpha_{2} \alpha_{3}+\frac{n \alpha}{(2 n-1) \varphi},  \tag{3.15}\\
q_{2}=\frac{n(n-1)}{2 n-1}\left[\frac{\varphi^{\prime}}{\varphi}-2\left(\alpha_{2}+\alpha_{3}\right)\right], \\
q_{3}=n(n-1) .
\end{array}\right.
$$

By (3.14) and Lemma 2.8, we have

$$
\begin{equation*}
q_{3}\left(q_{2}^{2}-4 q_{1} q_{3}\right) \frac{\varphi^{\prime}}{\varphi}=q_{3}\left(q_{2}^{2}-4 q_{1} q_{3}\right)^{\prime}-q_{2}\left(q_{2}^{2}-4 q_{1} q_{3}\right) \tag{3.16}
\end{equation*}
$$

We distinguish two subcases as follows.
Subcase 2.1. Suppose that $q_{2}^{2}-4 q_{1} q_{3} \not \equiv 0$. It follows from (3.15) and (3.16) that

$$
\begin{equation*}
2\left(\alpha_{2}+\alpha_{3}\right)=2 n \frac{\varphi^{\prime}}{\varphi}-(2 n-1) \frac{\left(q_{2}^{2}-4 q_{1} q_{3}\right)^{\prime}}{q_{2}^{2}-4 q_{1} q_{3}} \tag{3.17}
\end{equation*}
$$

By integration, there exists a $c_{4} \in \mathbb{C} \backslash\{0\}$ such that

$$
\begin{equation*}
e^{2\left(\alpha_{2}+\alpha_{3}\right) z}=c_{4} \varphi^{2 n}\left(q_{2}^{2}-4 q_{1} q_{3}\right)^{-(2 n-1)} \tag{3.18}
\end{equation*}
$$

which implies $e^{2\left(\alpha_{2}+\alpha_{3}\right) z} \in S(f)$, then $\alpha_{2}+\alpha_{3}=0$, a contraction.
Subcase 2.2. Suppose that $q_{2}^{2}-4 q_{1} q_{3} \equiv 0$. Differentiating (3.14) yields

$$
\begin{equation*}
\varphi^{\prime}=q_{1}^{\prime} f^{2}+\left(2 q_{1}+q_{2}^{\prime}\right) f f^{\prime}+q_{2}\left(f^{\prime}\right)^{2}+q_{2} f f^{\prime \prime}+2 q_{3} f^{\prime} f^{\prime \prime} . \tag{3.19}
\end{equation*}
$$

Suppose $z_{2}$ is a simple zero of $f$ which is not the zero of $q_{1}, q_{2}$. Then it follows from (3.14) and (3.19) that $z_{2}$ is a zero of $2 \varphi f^{\prime \prime}-\left(\varphi^{\prime}-\frac{q_{2}}{q_{3}} \varphi\right) f^{\prime}$. Denote

$$
\begin{equation*}
\beta=\frac{2 \varphi f^{\prime \prime}-\left(\varphi^{\prime}-\frac{q_{2}}{q_{3}} \varphi\right) f^{\prime}}{f} . \tag{3.20}
\end{equation*}
$$

Then we have $T(r, \beta)=S(r, f)$ and deduce that

$$
\begin{equation*}
f^{\prime \prime}=\left(\frac{1}{2} \frac{\varphi^{\prime}}{\varphi}-\frac{q_{2}}{2 q_{3}}\right) f^{\prime}+\frac{\beta}{2 \varphi} f . \tag{3.21}
\end{equation*}
$$

Substituting (3.21) into (3.19) yields

$$
\begin{equation*}
\varphi^{\prime}=q_{4} f^{2}+q_{5} f f^{\prime}+q_{3} \frac{\varphi^{\prime}}{\varphi}\left(f^{\prime}\right)^{2} \tag{3.22}
\end{equation*}
$$

where $q_{4}=q_{1}^{\prime}+\frac{q_{2} \beta}{2 \varphi}, q_{5}=2 q_{1}+q_{2}^{\prime}+\frac{q_{2}}{2} \frac{\varphi^{\prime}}{\varphi}-\frac{q_{2}^{2}}{2 q_{3}}+\frac{q_{3} \beta}{\varphi}=q_{2}^{\prime}+\frac{q_{2}}{2} \frac{\varphi^{\prime}}{\varphi}+\frac{q_{3} \beta}{\varphi}$. Eliminating $\left(f^{\prime}\right)^{2}$ from (3.14) and (3.22), we have

$$
\begin{equation*}
A_{1} f+A_{2} f^{\prime} \equiv 0 \tag{3.23}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{1}=q_{4}-q_{1} \frac{\varphi^{\prime}}{\varphi}=q_{1}^{\prime}-q_{1} \frac{\varphi^{\prime}}{\varphi}+\frac{q_{2} \beta}{2 \varphi} \\
& A_{2}=q_{5}-q_{2} \frac{\varphi^{\prime}}{\varphi}=q_{2}^{\prime}-\frac{q_{2}}{2} \frac{\varphi^{\prime}}{\varphi}+\frac{q_{3} \beta}{\varphi}
\end{aligned}
$$

and $A_{1}, A_{2}$ are small functions of $f$. Suppose $z_{3}$ is a simple zero of $f$ which is not the zero of $A_{1}, A_{2}$. Then it follows from (3.23) that $A_{1}=A_{2} \equiv 0$. By (3.21), we have

$$
\begin{equation*}
f^{\prime \prime}=\left(\frac{1}{2} \frac{\varphi^{\prime}}{\varphi}-\frac{q_{2}}{2 q_{3}}\right) f^{\prime}-\frac{1}{q_{2}}\left(q_{1}^{\prime}-q_{1} \frac{\varphi^{\prime}}{\varphi}\right) f \tag{3.24}
\end{equation*}
$$

where $q_{2}=\frac{n(n-1)}{2 n-1}\left[\frac{\varphi^{\prime}}{\varphi}-2\left(\alpha_{2}+\alpha_{3}\right)\right] \not \equiv 0$. If $q_{2} \equiv 0$, then $\frac{\varphi^{\prime}}{\varphi}=2\left(\alpha_{2}+\alpha_{3}\right)$. By integration, we get $\varphi=c_{5} e^{\left(\alpha_{2}+\alpha_{3}\right) z} \in S(f), c_{5} \in \mathbb{C} \backslash\{0\}$, which implies $\alpha_{2}+\alpha_{3}=0$, a contradiction. Substituting $q_{2}^{2}=4 q_{1} q_{3}$ and (3.15) into (3.24) yields

$$
\begin{align*}
f^{\prime \prime}= & \frac{1}{2 n-1}\left[(n-1) \frac{\varphi^{\prime}}{\varphi}+\left(\alpha_{2}+\alpha_{3}\right)\right] f^{\prime} \\
& -\frac{1}{2(2 n-1)}\left[\left(\frac{\varphi^{\prime}}{\varphi}\right)^{\prime}-\frac{1}{2}\left(\frac{\varphi^{\prime}}{\varphi}\right)^{2}+\left(\alpha_{2}+\alpha_{3}\right) \frac{\varphi^{\prime}}{\varphi}\right] f . \tag{3.25}
\end{align*}
$$

It follows from (3.13) and (3.25) that

$$
\begin{equation*}
\frac{\alpha}{\varphi}=-\frac{1}{2}\left[\left(\frac{\varphi^{\prime}}{\varphi}\right)^{\prime}-\frac{1}{2}\left(\frac{\varphi^{\prime}}{\varphi}\right)^{2}+\left(\alpha_{2}+\alpha_{3}\right) \frac{\varphi^{\prime}}{\varphi}\right] \tag{3.26}
\end{equation*}
$$

If $\varphi^{\prime} \not \equiv 0$, differentiating (3.26) gives

$$
\begin{equation*}
\left(\frac{\alpha}{\varphi}\right)^{\prime}=-\frac{1}{2}\left[\left(\frac{\varphi^{\prime}}{\varphi}\right)^{\prime \prime}-\left(\frac{\varphi^{\prime}}{\varphi}\right)^{\prime} \frac{\varphi^{\prime}}{\varphi}+\left(\alpha_{2}+\alpha_{3}\right)\left(\frac{\varphi^{\prime}}{\varphi}\right)^{\prime}\right] \tag{3.27}
\end{equation*}
$$

It follows from (3.15) and $q_{2}^{2}=4 q_{1} q_{3}$ that $q_{2} q_{2}^{\prime}=2 q_{1}^{\prime} q_{3}$, namely,

$$
\begin{equation*}
\left(\frac{\alpha}{\varphi}\right)^{\prime}=\frac{n-1}{2(2 n-1)}\left(\frac{\varphi^{\prime}}{\varphi}\right)^{\prime}\left[\frac{\varphi^{\prime}}{\varphi}-2\left(\alpha_{2}+\alpha_{3}\right)\right] \tag{3.28}
\end{equation*}
$$

Denote $\gamma:=\frac{\varphi^{\prime}}{\varphi}$. By (3.27) and (3.28), we have

$$
\begin{equation*}
\left(\alpha_{2}+\alpha_{3}\right) \gamma^{\prime}=n \gamma \gamma^{\prime}-(2 n-1) \gamma^{\prime \prime} \tag{3.29}
\end{equation*}
$$

If $\gamma^{\prime} \equiv 0$, then $\varphi=c_{6} e^{c_{7} z}, c_{6}, c_{7} \in \mathbb{C}$. It follows from $\varphi^{\prime} \not \equiv 0$ that $c_{6} c_{7} \neq 0$, which implies that $\varphi \notin S(f)$, a contradiction. If $\gamma^{\prime} \not \equiv 0$, it follows from (3.29) that

$$
e^{\left(\alpha_{2}+\alpha_{3}\right) z}=c_{8} \varphi^{n}\left(\left(\frac{\varphi^{\prime}}{\varphi}\right)^{\prime}\right)^{-(2 n-1)}, c_{8} \in \mathbb{C} \backslash\{0\}
$$

which implies that $e^{\left(\alpha_{2}+\alpha_{3}\right) z} \in S(f)$, then $\alpha_{2}+\alpha_{3}=0$, a contradiction. If $\varphi^{\prime} \equiv 0$, by (3.26), we have $\frac{\alpha}{\varphi} \equiv 0$. Combining (3.15) and substituting these equalities into $q_{2}^{2}=4 q_{1} q_{3}$ yield

$$
\begin{equation*}
n(n-1)\left(\frac{\alpha_{3}}{\alpha_{2}}\right)^{2}-\left[n^{2}+(n-1)^{2}\right] \frac{\alpha_{3}}{\alpha_{2}}+n(n-1)=0 \tag{3.30}
\end{equation*}
$$

Solving the equation (3.30) shows that $\frac{\alpha_{3}}{\alpha_{2}}=\frac{n-1}{n}$ or $\frac{\alpha_{3}}{\alpha_{2}}=\frac{n}{n-1}$. Noting that (1.4), we have $\frac{\alpha_{3}}{\alpha_{2}}=\frac{n-1}{n}$. Substituting $\varphi^{\prime} \equiv 0$ into (3.25), we get

$$
\begin{equation*}
f^{\prime \prime}=\frac{1}{2 n-1}\left(\alpha_{2}+\alpha_{3}\right) f^{\prime} . \tag{3.31}
\end{equation*}
$$

Note that $T\left(r, \frac{1}{f}\right)=N_{1)}\left(r, \frac{1}{f}\right)+S(r, f)$. Then we obtain the solution of (3.31) of the form

$$
f=\frac{(2 n-1) c_{9}}{\alpha_{2}+\alpha_{3}} e^{\frac{\alpha_{2}+\alpha_{3}}{2 n-1} z}+c_{10}, c_{9}, c_{10} \in \mathbb{C} \backslash\{0\}
$$

By $\frac{\alpha_{3}}{\alpha_{2}}=\frac{n-1}{n}$, we get $f=\frac{n c_{9}}{\alpha_{2}} e^{\frac{\alpha_{2}}{n} z}+c_{10}$. Substituting this formula into (1.5) gives $\left(\frac{n c_{9}}{\alpha_{2}}\right)^{n}=p_{2}, \frac{\alpha_{1}}{\alpha_{2}}=\frac{s}{n}, 1 \leq s \leq n-1$.

If $m\left(r, \frac{e^{\alpha_{3} z}}{f^{n-2}}\right)=S(r, f)$, similarly, we also obtain $f(z)=\gamma_{1}+\gamma_{2} e^{\frac{\alpha_{2}}{n} z}, \gamma_{1}$ is a constant, $\gamma_{2}$ is a non-zero constant satisfying $\gamma_{2}^{n}=p_{2}$.

## 4. Proof of Theorem 1.6

Proof. Suppose that (1.6) has a meromorphic solution $f$ such that $T\left(r, p_{l}\right)=$ $S(r, f)(l=1,2,3)$. It follows from (1.6) that

$$
\begin{aligned}
N(r, f)=\frac{1}{2} N\left(r, f^{2}\right) & \leq \frac{1}{2}\left(N\left(r, p_{1} e^{\alpha_{1} z}\right)+N\left(r, p_{2} e^{\alpha_{2} z}\right)+N\left(r, p_{3} e^{\alpha_{3} z}\right)\right)+O(1) \\
& =S(r, f) \\
T(r, f)=\frac{1}{2} T\left(r, f^{2}\right) & \leq O\left(T\left(r, e^{z}\right)\right)+S(r, f) .
\end{aligned}
$$

Then $N(r, f) \leq S(r, f), S(r, f) \subset S\left(r, e^{z}\right)$. Rewrite (1.6) as

$$
\begin{equation*}
\left(f e^{-\frac{\alpha_{3}}{2} z}\right)^{2}-p_{3}=p_{1} e^{\left(\alpha_{1}-\alpha_{3}\right) z}+p_{2} e^{\left(\alpha_{2}-\alpha_{3}\right) z} \tag{4.1}
\end{equation*}
$$

Set $g=f e^{-\frac{\alpha_{3}}{2} z}, \beta_{1}=\alpha_{1}-\alpha_{3}, \beta_{2}=\alpha_{2}-\alpha_{3}$, which implies $\beta_{1} \neq \beta_{2}$. Rewrite (4.1) in the form

$$
\begin{equation*}
g^{2}-p_{3}=p_{1} e^{\beta_{1} z}+p_{2} e^{\beta_{2} z} \tag{4.2}
\end{equation*}
$$

By $g=f e^{-\frac{\alpha_{3}}{2} z}$, we have

$$
N(r, g) \leq N(r, f)+N\left(r, e^{-\frac{\alpha_{3}}{2} z}\right) \leq S(r, f)
$$

$T(r, g) \leq T(r, f)+T\left(r, e^{-\frac{\alpha_{3}}{2} z}\right) \leq O\left(T\left(r, e^{z}\right)\right)+S(r, f) \leq O\left(T\left(r, e^{z}\right)\right)+S\left(r, e^{z}\right)$, and $N(r, g) \leq S(r, f), S(r, g) \subset S\left(r, e^{z}\right)$. Differentiating (4.2) yields

$$
\begin{equation*}
2 g g^{\prime}-p_{3}^{\prime}=\left(p_{1}^{\prime}+\beta_{1} p_{1}\right) e^{\beta_{1} z}+\left(p_{2}^{\prime}+\beta_{2} p_{2}\right) e^{\beta_{2} z} . \tag{4.3}
\end{equation*}
$$

Eliminating $e^{\beta_{2} z}$ and $e^{\beta_{1} z}$ from (4.2) and (4.3), respectively, we have

$$
\begin{array}{r}
g\left[2 p_{2} g^{\prime}-\left(p_{2}^{\prime}+\beta_{2} p_{2}\right) g\right]+P=A e^{\beta_{1} z} \\
g\left[2 p_{1} g^{\prime}-\left(p_{1}^{\prime}+\beta_{1} p_{1}\right) g\right]+Q=-A e^{\beta_{2} z} \tag{4.5}
\end{array}
$$

where $A=p_{2}\left(p_{1}^{\prime}+\beta_{1} p_{1}\right)-p_{1}\left(p_{2}^{\prime}+\beta_{2} p_{2}\right), P=-p_{2} p_{3}^{\prime}+p_{3}\left(p_{2}^{\prime}+\beta_{2} p_{2}\right), Q=$ $-p_{1} p_{3}^{\prime}+p_{3}\left(p_{1}^{\prime}+\beta_{1} p_{1}\right)$. We claim that $A \not \equiv 0$. Otherwise $A \equiv 0$, and $\beta_{1}-\beta_{2}=$ $\frac{p_{2}}{p_{2}}-\frac{p_{1}}{p_{1}}$. By integration, we get $\frac{p_{2}}{p_{1}}=c_{1} e^{\left(\beta_{1}-\beta_{2}\right) z} \in S(f), c_{1} \in \mathbb{C} \backslash\{0\}$, which implies $\beta_{1}=\beta_{2}$, a contradiction. By $S(r, f) \subset S\left(r, e^{z}\right), S(r, g) \subset S\left(r, e^{z}\right)$ and (4.4), we have

$$
\begin{aligned}
T\left(r, e^{\beta_{1} z}\right) & \leq m\left(r, A e^{\beta_{1} z}\right)+m\left(r, \frac{1}{A}\right) \\
& \leq m\left(r, g^{2}\left(2 p_{2} \frac{g^{\prime}}{g}-\left(p_{2}^{\prime}+\beta_{2} p_{2}\right)\right)+P\right)+T(r, A) \\
& \leq m\left(r, g^{2}\right)+S(r, g)+S(r, f) \\
& \leq 2 T(r, g)+S\left(r, e^{z}\right)
\end{aligned}
$$

and $S\left(r, e^{z}\right) \subset S(r, g)$. This shows that $S\left(r, e^{z}\right)=S(r, g)$. Differentiating (4.4) yields
(4.6) $-\left(p_{2}^{\prime}+\beta_{2} p_{2}\right)^{\prime} g^{2}-2 \beta_{2} p_{2} g g^{\prime}+2 p_{2}\left(g^{\prime}\right)^{2}+2 p_{2} g g^{\prime \prime}+P^{\prime}=\left(A^{\prime}+A \beta_{1}\right) e^{\beta_{1} z}$.

Eliminating $e^{\beta_{1} z}$ from (4.4) and (4.6), we have

$$
\begin{equation*}
d_{1} g^{2}+d_{2} g g^{\prime}+d_{3}\left(g^{\prime}\right)^{2}+d_{4} g g^{\prime \prime}=R \tag{4.7}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
d_{1}=\left(p_{2}^{\prime}+\beta_{2} p_{2}\right)\left(A^{\prime}+A \beta_{1}\right)-\left(p_{2}^{\prime}+\beta_{2} p_{2}\right)^{\prime} A  \tag{4.8}\\
d_{2}=-2 p_{2}\left(\beta_{1}+\beta_{2}\right) A-2 p_{2} A^{\prime} \\
d_{3}=2 p_{2} A \\
d_{4}=2 p_{2} A \\
R=\left(A^{\prime}+A \beta_{1}\right) P-A P^{\prime}
\end{array}\right.
$$

If $d_{1} \equiv 0$, then $\frac{\left(p_{2}^{\prime}+\beta_{2} p_{2}\right)^{\prime}}{p_{2}^{\prime}+\beta_{2} p_{2}}-\frac{A^{\prime}}{A}=\beta_{1}$. By integration, we have $c_{2} e^{\beta_{1} z}=\frac{p_{2}^{\prime}+\beta_{2} p_{2}}{A} \in$ $S(f), c_{2} \in \mathbb{C} \backslash\{0\}$, which implies $\beta_{1}=0$, a contradiction. Hence $d_{1} \not \equiv 0$. If $R \equiv 0$, that is $\left(A^{\prime}+A \beta_{1}\right) P-A P^{\prime} \equiv 0$. If $P \equiv 0$, then $\frac{p_{3}^{\prime}}{p_{3}}-\frac{p_{2}^{\prime}}{p_{2}}=\beta_{2}$. By integration, we have $c_{3} e^{\beta_{2} z}=\frac{p_{3}}{p_{2}} \in S(f), c_{3} \in \mathbb{C} \backslash\{0\}$, which implies $\beta_{2}=0$, a contradiction. If $P \not \equiv 0$, then $\frac{A^{\prime}}{A}-\frac{P^{\prime}}{P}=-\beta_{1}$, by integration, we get $c_{4} e^{-\beta_{1} z}=\frac{A}{P} \in S(f), c_{4} \in \mathbb{C} \backslash\{0\}$, which implies $\beta_{1}=0$, a contradiction. So $R \not \equiv 0$. From (4.8), we have $T(r, R)=S(r, g)$. By (4.7), we deduce that $2 m\left(r, \frac{1}{g}\right)=m\left(r, \frac{1}{R}\left(d_{1}+d_{2} \frac{g^{\prime}}{g}+d_{3}\left(\frac{g^{\prime}}{g}\right)^{2}+d_{4} \frac{g^{\prime \prime}}{g}\right)\right) \leq S(r, g)$. Therefore, $T(r, g)=N\left(r, \frac{1}{g}\right)+S(r, g)$. Suppose $z_{0}$ is a multiple zero of $g$ which is not the zero of $d_{j}(j=1,2,3,4)$. By (4.7), we conclude that $z_{0}$ must be a zero of $R$,
which implies $N_{(2}\left(r, \frac{1}{g}\right) \leq T(r, R)=S(r, g)$. Then $T(r, g)=N_{1)}\left(r, \frac{1}{g}\right)+S(r, g)$.
Differentiating (4.7) yields

$$
\begin{align*}
R^{\prime}= & d_{1}^{\prime} g^{2}+\left(2 d_{1}+d_{2}^{\prime}\right) g g^{\prime}+\left(d_{2}+d_{3}^{\prime}\right)\left(g^{\prime}\right)^{2}+\left(d_{2}+d_{4}^{\prime}\right) g g^{\prime \prime}  \tag{4.9}\\
& +\left(2 d_{3}+d_{4}\right) g^{\prime} g^{\prime \prime}+d_{4} g g^{\prime \prime \prime} .
\end{align*}
$$

Combining (4.7) and (4.9), we have

$$
\begin{align*}
& \left(d_{1}^{\prime} R-d_{1} R^{\prime}\right) g^{2}+\left[\left(2 d_{1}+d_{2}^{\prime}\right) R-d_{2} R^{\prime}\right] g g^{\prime}+\left[\left(d_{2}+d_{3}^{\prime}\right) R-d_{3} R^{\prime}\right]\left(g^{\prime}\right)^{2}  \tag{4.10}\\
& +\left[\left(d_{2}+d_{4}^{\prime}\right) R-d_{4} R^{\prime}\right] g g^{\prime \prime}+\left(2 d_{3}+d_{4}\right) R g^{\prime} g^{\prime \prime}+d_{4} R g g^{\prime \prime \prime}=0 .
\end{align*}
$$

Suppose $z_{1}$ is a simple zero of $g$, which is not the zero of coefficients of (4.10). It follows from (4.10) that $z_{1}$ is a zero of $\left(2 d_{3}+d_{4}\right) R g^{\prime \prime}+\left[\left(d_{2}+d_{3}^{\prime}\right) R-d_{3} R^{\prime}\right] g^{\prime}$. Set

$$
\begin{equation*}
\alpha=\frac{\left(2 d_{3}+d_{4}\right) R g^{\prime \prime}+\left[\left(d_{2}+d_{3}^{\prime}\right) R-d_{3} R^{\prime}\right] g^{\prime}}{g} . \tag{4.11}
\end{equation*}
$$

Then we have $T(r, \alpha)=S(r, g)$. It follows from (4.11) that

$$
\begin{equation*}
g^{\prime \prime}=\frac{d_{3} R^{\prime}-\left(d_{2}+d_{3}^{\prime}\right) R}{\left(2 d_{3}+d_{4}\right) R} g^{\prime}+\frac{\alpha}{\left(2 d_{3}+d_{4}\right) R} g \tag{4.12}
\end{equation*}
$$

Substituting (4.12) into (4.7) yields

$$
\begin{equation*}
q_{1} g^{2}+q_{2} g g^{\prime}+q_{3}\left(g^{\prime}\right)^{2}=R \tag{4.13}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
q_{1}=d_{1}+\frac{d_{4} \alpha}{\left(2 d_{3}+d_{4}\right) R} \\
q_{2}=d_{2}+\frac{d_{4}\left[d_{3} R^{\prime}-\left(d_{2}+d_{3}^{\prime}\right) R\right]}{\left(2 d_{3}+d_{4}\right) R} \\
q_{3}=d_{3}
\end{array}\right.
$$

are small functions of $g$. It follows from (4.8) that

$$
\begin{equation*}
\frac{q_{2}}{q_{3}}=\frac{1}{3} \frac{R^{\prime}}{R}-\frac{1}{3} \frac{p_{2}^{\prime}}{p_{2}}-\frac{2}{3}\left(\beta_{1}+\beta_{2}\right)-\frac{A^{\prime}}{A} . \tag{4.14}
\end{equation*}
$$

From (4.13) and Lemma 2.8, we get
(4.15) $q_{3}\left(q_{2}^{2}-4 q_{1} q_{3}\right) \frac{R^{\prime}}{R}+q_{2}\left(q_{2}^{2}-4 q_{1} q_{3}\right)-q_{3}\left(q_{2}^{2}-4 q_{1} q_{3}\right)^{\prime}+\left(q_{2}^{2}-4 q_{1} q_{3}\right) q_{3}^{\prime}=0$.

Now we consider the following two cases.
Case 1. Suppose that $q_{2}^{2}-4 q_{1} q_{3} \equiv 0$. It follows from (4.13) that

$$
q_{3}\left(g^{\prime}+\frac{q_{2}}{2 q_{3}} g\right)^{2}=R
$$

and $g^{\prime}+\frac{q_{2}}{2 q_{3}} g$ must be a small function of $g$. Set $\gamma=g^{\prime}+\frac{q_{2}}{2 q_{3}} g$. Note that $R \not \equiv 0$. Then $\gamma \not \equiv 0$. Substituting $g^{\prime}=\gamma-\frac{q_{2}}{2 q_{3}} g$ into (4.4) and (4.5), respectively, we have

$$
\begin{equation*}
g^{2} R_{1}-2 p_{2} \gamma g-P=-A e^{\beta_{1} z} \tag{4.16}
\end{equation*}
$$

and

$$
\begin{equation*}
g^{2} R_{2}-2 p_{1} \gamma g-Q=A e^{\beta_{2} z} \tag{4.17}
\end{equation*}
$$

where $R_{1}=p_{2}^{\prime}+\beta_{2} p_{2}+p_{2} \frac{q_{2}}{q_{3}}, R_{2}=p_{1}^{\prime}+\beta_{1} p_{1}+p_{1} \frac{q_{2}}{q_{3}}$. Now we discuss the following four subcases.
Subcase 1.1. Suppose that $R_{1} \equiv 0$ and $R_{2} \equiv 0$. By $R_{1} \equiv 0$ and (4.14), we get

$$
\frac{p_{2}^{\prime}}{p_{2}}+\beta_{2}=-\frac{1}{3} \frac{R^{\prime}}{R}+\frac{1}{3} \frac{p_{2}^{\prime}}{p_{2}}+\frac{2}{3}\left(\beta_{1}+\beta_{2}\right)+\frac{A^{\prime}}{A} .
$$

Then by integration, we get

$$
\left(p_{2} e^{\beta_{2} z}\right)^{3}=c_{5} \frac{p_{2} A^{3}}{R} e^{2\left(\beta_{1}+\beta_{2}\right) z}, c_{5} \in \mathbb{C} \backslash\{0\}
$$

which implies $e^{\left[3 \beta_{2}-2\left(\beta_{1}+\beta_{2}\right)\right] z} \in S(g)$, and thus $3 \beta_{2}-2\left(\beta_{1}+\beta_{2}\right)=0$, that is $\frac{\beta_{1}}{\beta_{2}}=\frac{1}{2}$. By $R_{2} \equiv 0$ and (4.14), we get

$$
\frac{p_{1}^{\prime}}{p_{1}}+\beta_{1}=-\frac{1}{3} \frac{R^{\prime}}{R}+\frac{1}{3} \frac{p_{2}^{\prime}}{p_{2}}+\frac{2}{3}\left(\beta_{1}+\beta_{2}\right)+\frac{A^{\prime}}{A} .
$$

Then by integration, we have

$$
\left(p_{1} e^{\beta_{1} z}\right)^{3}=c_{6} \frac{p_{2} A^{3}}{R} e^{2\left(\beta_{1}+\beta_{2}\right) z}, c_{6} \in \mathbb{C} \backslash\{0\}
$$

which implies $e^{\left[3 \beta_{1}-2\left(\beta_{1}+\beta_{2}\right)\right] z} \in S(g)$, and thus $3 \beta_{1}-2\left(\beta_{1}+\beta_{2}\right)=0$, that is $\frac{\beta_{1}}{\beta_{2}}=2$, which is impossible.
Subcase 1.2. Suppose that $R_{1} \equiv 0$ and $R_{2} \not \equiv 0$. By $R_{1} \equiv 0$ and the Subcase 1.1, we get $\frac{\beta_{1}}{\beta_{2}}=\frac{1}{2}$, and

$$
\begin{equation*}
e^{\beta_{1} z}=e^{\frac{1}{2} \beta_{2} z} . \tag{4.18}
\end{equation*}
$$

By (4.17) and Lemma 2.10, we have

$$
\begin{equation*}
\left(g+\nu_{1}\right)^{2}=\frac{A}{R_{2}} e^{\beta_{2} z} \tag{4.19}
\end{equation*}
$$

that is $g=\mu_{1} e^{\frac{\beta_{2}}{2} z}-\nu_{1}, \mu_{1}, \nu_{1}$ are small functions of $f$. Note that $T(r, g)=$ $N_{1)}\left(r, \frac{1}{g}\right)+S(r, g)$, so $\mu_{1} \nu_{1} \not \equiv 0$. It follows from (4.18), (4.19) and (4.2) that

$$
\left(\mu_{1} e^{\frac{\beta_{2}}{2} z}-\nu_{1}\right)^{2}-p_{3}=p_{1} e^{\frac{1}{2} \beta_{2} z}+p_{2} e^{\beta_{2} z},
$$

that is,

$$
\left(\mu_{1}^{2}-p_{2}\right) e^{\beta_{2} z}+\left(-2 \mu_{1} \nu_{1}-p_{1}\right) e^{\frac{1}{2} \beta_{2} z}+\nu_{1}^{2}-p_{3}=0
$$

By applying Lemma 2.7, we get $\mu_{1}^{2}=p_{2},-2 \mu_{1} \nu_{1}=p_{1}, \nu_{1}^{2}=p_{3}$. Note that $g=f e^{-\frac{\alpha_{3}}{2} z}, \beta_{1}=\alpha_{1}-\alpha_{3}, \beta_{2}=\alpha_{2}-\alpha_{3}$, we conclude that $f=\mu_{1} e^{\frac{\alpha_{2}}{2} z}-\nu_{1} e^{\frac{\alpha_{3}}{2} z}$ and $2 \alpha_{1}=\alpha_{2}+\alpha_{3}$.
Subcase 1.3. Suppose that $R_{1} \not \equiv 0$ and $R_{2} \equiv 0$. By $R_{2} \equiv 0$ and the Subcase 1.1, we get $\frac{\beta_{1}}{\beta_{2}}=2$. Similar to the Subcase 1.2, we obtain $f=\mu_{2} e^{\frac{\alpha_{1}}{2} z}-\nu_{2} e^{\frac{\alpha_{3}}{2} z}$, $\mu_{2}^{2}=p_{1},-2 \mu_{2} \nu_{2}=p_{2}, \nu_{2}^{2}=p_{3}$ and $2 \alpha_{2}=\alpha_{1}+\alpha_{3}$.

Subcase 1.4. Suppose that $R_{1} \not \equiv 0$ and $R_{2} \not \equiv 0$. By (4.16), (4.17) and Lemma 2.10, we get

$$
\left(g+\nu_{3}\right)^{2}=-\frac{A}{R_{1}} e^{\beta_{1} z}, \quad\left(g+\nu_{4}\right)^{2}=\frac{A}{R_{2}} e^{\beta_{2} z} .
$$

Then

$$
\begin{equation*}
g=\mu_{3} e^{\frac{\beta_{1}}{2} z}-\nu_{3}, \quad g=\mu_{4} e^{\frac{\beta_{2}}{2} z}-\nu_{4}, \tag{4.20}
\end{equation*}
$$

where $\mu_{3}^{2}=-\frac{A}{R_{1}} \not \equiv 0, \mu_{4}^{2}=\frac{A}{R_{2}} \not \equiv 0$. It follows from (4.20) that

$$
\mu_{3} e^{\frac{\beta_{1}}{2} z}-\mu_{4} e^{\frac{\beta_{2}}{2} z}-\left(\nu_{3}-\nu_{4}\right)=0 .
$$

Noting that $\beta_{1} \neq \beta_{2}$ and by applying Lemma 2.7, we get $\mu_{3}=\mu_{4} \equiv 0$, a contradiction.
Case 2. Suppose that $q_{2}^{2}-4 q_{1} q_{3} \not \equiv 0$. It follows from (4.15) that

$$
\frac{q_{2}}{q_{3}}=\frac{\left(q_{2}^{2}-4 q_{1} q_{3}\right)^{\prime}}{q_{2}^{2}-4 q_{1} q_{3}}-\frac{q_{3}^{\prime}}{q_{3}}-\frac{R^{\prime}}{R} .
$$

By (4.14) and the above equality, we get

$$
2\left(\beta_{1}+\beta_{2}\right)=4 \frac{R^{\prime}}{R}+3 \frac{q_{3}^{\prime}}{q_{3}}-\frac{p_{2}^{\prime}}{p_{2}}-3 \frac{A^{\prime}}{A}-3 \frac{\left(q_{2}^{2}-4 q_{1} q_{3}\right)^{\prime}}{q_{2}^{2}-4 q_{1} q_{3}} .
$$

By integration, we have

$$
e^{2\left(\beta_{1}+\beta_{2}\right) z}=c_{7} \frac{R^{4} q_{3}^{3}}{p_{2} A^{3}\left(q_{2}^{2}-4 q_{1} q_{3}\right)^{3}}, c_{7} \in \mathbb{C} \backslash\{0\},
$$

which implies $e^{2\left(\beta_{1}+\beta_{2}\right) z} \in S(g)$, and thus $\beta_{1}+\beta_{2}=0$. Multiplying (4.4) and (4.5) deduces that

$$
\begin{equation*}
g^{2} \psi+T=-A^{2} \tag{4.21}
\end{equation*}
$$

where

$$
\begin{aligned}
& \psi=\left[2 p_{1} g^{\prime}-\left(p_{1}^{\prime}+\beta_{1} p_{1}\right) g\right]\left[2 p_{2} g^{\prime}-\left(p_{2}^{\prime}+\beta_{2} p_{2}\right) g\right] \\
& T=g\left[2 p_{1} g^{\prime}-\left(p_{1}^{\prime}+\beta_{1} p_{1}\right) g\right] P+g\left[2 p_{2} g^{\prime}-\left(p_{2}^{\prime}+\beta_{2} p_{2}\right) g\right] Q+P Q
\end{aligned}
$$

are differential polynomials in $g$ of degree at most 2 , with small functions of $g$ as its coefficients. By (4.21) and Lemma 2.1, we obtain $m(r, \psi)=S(r, g)$. Note that $N(r, g)=S(r, g)$. Then $T(r, \psi)=S(r, g)$. If $\psi \equiv 0$, then $2 p_{1} g^{\prime}-\left(p_{1}^{\prime}+\right.$ $\left.\beta_{1} p_{1}\right) g \equiv 0$ or $2 p_{2} g^{\prime}-\left(p_{2}^{\prime}+\beta_{2} p_{2}\right) g \equiv 0$, so we deduce that $\bar{N}\left(r, \frac{1}{g}\right)=S(r, g)$, a contradiction. Hence $\psi \not \equiv 0$. Denote $\psi=\psi_{1} \psi_{2}$, where

$$
\begin{equation*}
\psi_{j}=\left(p_{j}^{\prime}+\beta_{j} p_{j}\right) g-2 p_{j} g^{\prime}, j=1,2 . \tag{4.22}
\end{equation*}
$$

Then

$$
N\left(r, \frac{1}{\psi_{j}}\right)+N\left(r, \psi_{j}\right) \leq N\left(r, \psi_{1}\right)+N\left(r, \psi_{2}\right)+T(r, \psi)+O(1)=S(r, g)
$$

It follows from (4.22) that

$$
\begin{equation*}
g=-\frac{p_{2}}{B} \psi_{1}+\frac{p_{1}}{B} \psi_{2}, \quad g^{\prime}=-\frac{p_{2}^{\prime}+\beta_{2} p_{2}}{2 B} \psi_{1}+\frac{p_{1}^{\prime}+\beta_{1} p_{1}}{2 B} \psi_{2} \tag{4.23}
\end{equation*}
$$

where $B=p_{1}\left(p_{2}^{\prime}+\beta_{2} p_{2}\right)-p_{2}\left(p_{1}^{\prime}+\beta_{1} p_{1}\right) \not \equiv 0$. Otherwise $\frac{p_{2}^{\prime}}{p_{2}}-\frac{p_{1}^{\prime}}{p_{1}}=\beta_{1}-\beta_{2}$, and then $c_{8} e^{\left(\beta_{1}-\beta_{2}\right) z}=\frac{p_{2}}{p_{1}} \in S(g), c_{8} \in \mathbb{C} \backslash\{0\}$, which implies $\beta_{1}=\beta_{2}$, a contradiction. Differentiating the first equality of (4.23), we get

$$
\begin{equation*}
g^{\prime}=-\left(\left(\frac{p_{2}}{B}\right)^{\prime}+\frac{p_{2}}{B} \frac{\psi_{1}^{\prime}}{\psi_{1}}\right) \psi_{1}+\left(\left(\frac{p_{1}}{B}\right)^{\prime}+\frac{p_{1}}{B} \frac{\psi_{2}^{\prime}}{\psi_{2}}\right) \psi_{2} \tag{4.24}
\end{equation*}
$$

Substituting (4.24) into the second equality of (4.23), we have

$$
\begin{equation*}
D_{1} \psi_{1}-D_{2} \psi_{2}=0 \tag{4.25}
\end{equation*}
$$

where

$$
\begin{align*}
D_{1} & =\frac{p_{2}^{\prime}+\beta_{2} p_{2}}{2 B}-\left(\frac{p_{2}}{B}\right)^{\prime}-\frac{p_{2}}{B} \frac{\psi_{1}^{\prime}}{\psi_{1}} \\
D_{2} & =\frac{p_{1}^{\prime}+\beta_{1} p_{1}}{2 B}-\left(\frac{p_{1}}{B}\right)^{\prime}-\frac{p_{1}}{B} \frac{\psi_{2}^{\prime}}{\psi_{2}} \tag{4.26}
\end{align*}
$$

and $T\left(r, D_{j}\right)=S(r, g), j=1,2$. If $D_{1} \not \equiv 0$, it follows from (4.25) that

$$
T\left(r, \psi_{1}\right)=\frac{1}{2} T\left(r, \psi_{1}^{2}\right)=\frac{1}{2} T\left(r, \frac{D_{2} \psi}{D_{1}}\right) \leq S(r, g)
$$

It follows from the first equality of (4.23) that

$$
T(r, g)=T\left(r, \frac{g \psi_{1}}{\psi_{1}}\right) \leq T\left(r,-\frac{p_{2}}{B} \psi_{1}^{2}+\frac{p_{1}}{B} \psi\right)+T\left(r, \psi_{1}\right)+O(1)=S(r, g)
$$

which is impossible. So $D_{1} \equiv 0$, then $D_{2} \equiv 0$. Combining with (4.26), we obtain

$$
\begin{equation*}
\psi_{1}=c_{9} B p_{2}^{-\frac{1}{2}} e^{\frac{\beta_{2}}{2} z}, \quad \psi_{2}=c_{10} B p_{1}^{-\frac{1}{2}} e^{\frac{\beta_{1}}{2} z}, c_{9}, c_{10} \in \mathbb{C} \backslash\{0\} \tag{4.27}
\end{equation*}
$$

Substituting (4.27) into the first equality of (4.23) yields

$$
\begin{equation*}
g=\gamma_{1} e^{\frac{\beta_{1}}{2} z}+\gamma_{2} e^{\frac{\beta_{2}}{2} z} \tag{4.28}
\end{equation*}
$$

where $\gamma_{1}=c_{10} p_{1}^{\frac{1}{2}} \not \equiv 0, \gamma_{2}=-c_{9} p_{2}^{\frac{1}{2}} \not \equiv 0, \beta_{1}+\beta_{2}=0$. Substituting (4.28) into (4.2) yields

$$
\left(\gamma_{1}^{2}-p_{1}\right) e^{\beta_{1} z}+\left(\gamma_{2}^{2}-p_{2}\right) e^{\beta_{2} z}+2 \gamma_{1} \gamma_{2}-p_{3}=0
$$

By applying Lemma 2.7, we have $\gamma_{1}^{2}=p_{1}, \gamma_{2}^{2}=p_{2}, 2 \gamma_{1} \gamma_{2}=p_{3}$. Note that $g=f e^{-\frac{\alpha_{3}}{2} z}, \beta_{1}=\alpha_{1}-\alpha_{3}, \beta_{2}=\alpha_{2}-\alpha_{3}$. By (4.28), we conclude that $f=\gamma_{1} e^{\frac{\alpha_{1}}{2} z}+\gamma_{2} e^{\frac{\alpha_{2}}{2} z}$ and $2 \alpha_{3}=\alpha_{1}+\alpha_{2}$.
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