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A B S T R A C T

In two-fluid simulations of flow boiling, the modeling of the mean bubble diameter is a key parameter in the
closure relations governing the intefacial transfer of mass, momentum, and energy. Monodispersed approach
proved to be insufficient to describe the significant variation in bubble size during flow boiling in a heated pipe.
A population balance model (PBM) has been employed to address these shortcomings. During nucleate boiling,
vapor bubbles of a certain size are formed on the heated wall, detach and migrate into the bulk flow. These
bubbles then grow, shrink or disintegrate by evaporation, condensation, breakage and aggregation. In this
study, a parametric analysis of the PBM aggregation and breakage models has been performed to investigate
their effect on the radial distribution of the mean bubble diameter and vapor volume fraction. The simulation
results are compared with the DEBORA experiments (Garnier et al., 2001). In addition, the influence of PBM
parameters on the local distribution of individual bubble size groups was also studied. The results have shown
that the modeling of aggregation process has the largest influence on the results and is mainly dictated by the
collisions due to flow turbulence.
1. Introduction

Subcooled flow boiling plays a significant role in numerous in-
dustrial processes where high heat fluxes are encountered such as:
nuclear fission and fusion technologies, electronic cooling systems,
and heat exchangers [1–3]. The flow boiling is subcooled when the
liquid temperature in the bulk of the flow remains below the sat-
uration temperature, while the conditions within the small cavities
on the heated surface are still favorable for bubble nucleation. These
bubbles expand, detach, interact, and ultimately condense within the
subcooled liquid away from the heated surface. This dynamics signifi-
cantly amplifies the heat transfer, resulting in a heat transfer coefficient
in subcooled flow boiling that greatly surpasses that in single-phase
flows [2]. For this reason, subcooled flow boiling is highly desirable
in cooling applications.

As the heat flux approaches the critical heat flux (CHF), an increas-
ing number of bubbles form on the heated surface [4]. When the entire
heated surface is covered by vapor (at CHF exceeded), the heat transfer
coefficient significantly decreases, due to the vapor film acting as an
insulator. Consequently, the wall temperature rapidly increases to a
much higher value, often leading to the damage to the heater [5].

Even though, in normal operating conditions of a pressurized water
reactor (PWR) only a minimal amount of vapor is present [6], modeling
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of the boiling flows plays a significant role in nuclear sector, for exam-
ple, in nuclear safety and efficient reactor design [6–8]. Understanding
flow boiling in boiling water reactors is also crucial for reactivity
control [9]. In order to adequately describe flow boiling regimes up
to a critical heat flux, subcooled flow boiling needs to be accurately
described.

Historically, empirical correlations were developed for modeling
flow boiling. These were largely tuned to specific geometries, coolant
fluids, and a narrow range of operating conditions. With ongoing
advancements in multiphase computational fluid dynamics coupled
with the exponential growth in computational power, computer sim-
ulations of complex two-phase flows have become feasible in recent
decades [10]. The Eulerian two-fluid model [11], based on phase-
averaged physical quantities, has emerged as promising approach for
industrial applications. This method significantly reduces computa-
tional intensity, at the expense of requiring additional closure relations
and models. These closure relations, or models, despite being rooted in
physical principles, had been frequently constructed through intuition,
dimensionless analysis, and a need to align with the experimental
results [12]. As no single set of models is universally applicable across a
broad spectrum of operating conditions and boiling regimes, validation
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against experimental results remains an indispensable step for each set
of models.

All of the models for interfacial mass, momentum and energy trans-
fer are dependent on interfacial area concentration (IAC), that is, the
area of the interface per unit volume. In our model this quantity is
directly proportional to the mean bubble diameter (MBD), a parameter
that poses considerable challenges to accurately predict across entire
simulation domain [13]. Due to its vital role, achieving an accurate
representation of MBD is required for confidence in the final simulation
results. Previous efforts of simulating DEBORA experiments [14–19]
have demonstrated that a monodispersed approach fails to adequately
model MBD, so in this work, a Population Balance Model (PBM) is used
for mean bubble diameter calculation. In the boiling channel bubbles of
a certain size are generated on the heated surface. These bubbles then
aggregate, break-up, grow, and shrink, dependent on flow conditions,
which is modeled in the PBM [20].

The DEBORA experimental data has been extensively used to val-
idate the PBM. In 2013, Krepper et al. [13] have demonstrated the
capability of PBM to predict the radial profiles of MBD. Both homo-
geneous and inhomogeneous PBM was tested by Setoodeh et al. [21],
showing no obvious improvement of MBD calculation by the inhomoge-
neous approach. Peltola et al. [22] have integrated the PBM in the open
source OpenFOAM code, and validated its performance on the DEBORA
experimental data. An alternative approach for modeling MBD, method
of moments, was tested by Colombo and Fairweather [23] on a large
database of boiling flow experiments, including the DEBORA experi-
ments. They have avoided fine tuning the coefficients to a limited set
of experimental data, and did not achieve a high agreement of MBD
to the experiments. Recently, a parametric analysis of the various two-
fluid closure relations and the PBM, has been performed by Vlček and
Sato [24] on the DEBORA experimental data, who have calibrated the
models to achieve a good agreement with the experiments.

To assess the capabilities and sensitivity of the PBM, a parametric
analysis of different aggregation and breakage models is presented in
this work. Ansys Fluent 2021 R2 code was used to perform the steady
state simulations [25]. Simulation results have been compared to three
different DEBORA experiments [26], each characterized by different
operating conditions such as inlet mass flux, liquid subcooling, wall
heat flux, and pressure, representing distinct boiling regimes.

Several previous studies of DEBORA cases with PBM [13,21,24]
used Prince-Blanch [27] aggregation (PB) and Luo–Svendsen [28]
breakup (Luo) models. The present work investigates also alternative
combinations of aggregation and breakup models, including models
of Liao et al. [29]; although the PB-Luo combination proved to be
adequate and the most practical to perform the sensitivity study in the
end.

2. Theoretical model

2.1. Two-fluid boiling model

In the Eulerian two-fluid model, the vapor and liquid phases are
characterized as interpenetrating continua, which means that both
co-exist at a given location and time. The volume fraction quantity
is denoted as 𝛼𝑣 for the vapor phase and 𝛼𝑙 for the liquid phase,
respectively, each representing their relative proportion. A set of mass,
momentum, and energy conservation equations are solved for each
phase [11].

For turbulence in the liquid phase the 𝑘 − 𝜔 shear stress transport
model [30] was used. Turbulence in the vapor phase was neglected,
but its influence on the liquid phase was considered using Sato’s
approach [31].

Interfacial heat exchange was modeled by a two-resistance ap-
proach, where heat transfer from each phase to the interface is con-
sidered separately, with the underlying assumption that the vapor
625
Fig. 1. Calculated Tomiyama [35] lift coefficient for Freon 12 fluid properties at 14
and 26 bars.

temperature inside the bubble never surpasses the saturation tempera-
ture. Heat transfer from the liquid phase to the interface was modeled
with the Ranz and Marshall correlation [32], while the heat transfer
from the vapor phase to the interface was modeled by assuming a large
Nusselt number of 500. The thermal phase change model [25] assumes
interface remains at saturation temperature and the difference between
the individual phase-to-interface heat fluxes is used to determine the
rate of phase change, satisfying energy conservation.

Momentum transfer between the phases was modeled with the
following forces acting on the bubbles in the flow: drag force using
the Ishii–Zuber approach [33], turbulent dispersion force by the Lopez
de Bertodano correlation [34], and the lift force using the Tomiyama’s
model [35]. The wall lubrication force and added mass force were not
included in our model. As noted by Krepper et al. [13], the effects of
wall lubrication force are small in the DEBORA cases. The added mass
force is not relevant in steady-state simulation and can also result in
divergent solutions as noted by Vlček et al. [24]

It is important to highlight a key characteristic associated with the
lift force modeling. Empirical observations show that smaller bubbles
tend to migrate towards the wall, while their larger counterparts drift
towards the center of the flow [35]. This phenomenon is captured by
the lift coefficient sign reversal in the Tomiyama lift force model. As
shown in Fig. 1, for the coolant Freon 12 this shift occurs around
1.2 mm at 2.6 MPa and 1.7 mm at 1.4 MPa.

Boiling on a heated surface is modeled by Kurul and Podowski heat
partitioning model, developed at the Rensselaer Polytechnic Institute
(RPI) [36]. In this model, heat is partitioned into three components:
evaporative heat flux, quenching heat flux, and liquid convection heat
flux. The heat partitioning model iteratively solves for the wall temper-
ature that equates to the imposed heat flux and separates it between
vapor generation (evaporation) and liquid heating (quenching and
convection). To determine the heat fluxes, the RPI model requires
three additional boiling parameters, that is: nucleation site density,
bubble departure diameter and bubble departure frequency, that need
to be modeled. The models used for boiling parameters were Lemmert
and Chawla’s [37] for nucleation site density, Cole’s [38] for bubble
departure frequency and Tolubinski and Konstanchuk’s [39] for bubble
departure diameter. It is important to note that these models are em-
pirical correlations and the accuracy and applicability of these models
might not align well with the specific circumstances of the simulated
cases. Modifying these models could have a significant impact on the
performance of the heat partitioning model. However, this study does
not introduce any changes to the original models.
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2.2. Discrete homogeneous population balance model

In the discrete PBM, the bubble population is separated into a finite
collection of bubble size groups, each having a discrete bubble size or
diameter, referred to as a bin. In the homogeneous PBM, all bubble
groups in the same control volume are assumed to be moving with the
same velocity. In other words, the PBM is only used for calculating MBD
and a single set of mass, momentum, and energy conservation equations
is then applied for the entire vapor phase, that is for all bubble groups.
The MBD is calculated from the population balance model as

𝑑𝑣 =
∑

𝑖 𝛼𝑖𝑑𝑖
∑

𝑖 𝛼𝑖
=

∑

𝑖 𝑉𝑖𝑛𝑖𝑑𝑖
𝛼𝑣

, (1)

here 𝛼𝑖 is the volume fraction of the 𝑖th bin, 𝑛𝑖 is the number density
f the 𝑖th bin, 𝑉𝑖 is the volume of the 𝑖th bin, and 𝑑𝑖 is the 𝑖th bin
ubble size. The MBD is used for the calculation of the IAC, that
s a key variable in the models introduced in the previous chapter,
.e. interfacial momentum, heat transfer, and phase change. The IAC
s calculated from the mean bubble diameter as the ratio between the
urface and volume of a bubble (spherical bubble is assumed) as

𝑖 = 𝛼𝑣 ⋅
𝜋𝑑2𝑣
1
6𝜋𝑑

3
𝑣

= 𝛼𝑣
6
𝑑𝑣

. (2)

Transport equation for the 𝑖th bubble group is

𝜕
𝜕𝑡
(𝜌𝑣𝛼𝑖) = ∇ ⋅ (𝜌𝑣𝑣𝛼𝑖) +

𝜕
𝜕𝑉

(

𝐺𝜌𝑣𝛼𝑖
𝑉

)

= 𝜌𝑣𝑉𝑖[𝐵𝑖,agg −𝐷𝑖,agg + 𝐵𝑖,br −𝐷𝑖,br]

+ 𝜌𝑣𝑉0𝑛̇0,

(3)

where 𝜌𝑣 is the density of the vapor phase, 𝐺 represents the 𝑖th bubble
group birth or death due to evaporation, condensation, and pressure
expansion, 𝐵𝑖,agg is the bubble birth frequency due to aggregation of
smaller bubbles into the 𝑖th bubble group, 𝐷𝑖,agg is the bubble death
frequency due to the 𝑖th bubble group aggregating into bigger bubbles,
𝐵𝑖,br is the bubble birth frequency due to larger bubbles breaking into
the 𝑖th bubble group, 𝐷𝑖,br is the bubble death frequency due to the
𝑖th bubble group breaking into smaller bubbles and 𝑛̇0 is the bubble
birth rate due to nucleation. In the Ansys Fluent [25] implementation
of PBM, bubbles are nucleated into the smallest bubble group, hence
the index 0. Note that 𝐵𝑖,agg, 𝐷𝑖,agg, 𝐵𝑖,br, and 𝐷𝑖,br all have a unit of

rate
volume , that is [ 1

𝑚3𝑠
].

The bubble groups in the PBM need to be defined beforehand. In
his work, using the method available in Ansys Fluent [25], the bin
izes are calculated with the following geometric series

𝑖+1 = 𝑑𝑖2
1
3 𝑔 , (4)

where 𝑔 is a growth factor.

2.2.1. Aggregation
In the bubbly flow bubbles collide with other bubbles. The colliding

bubbles will either bounce back or coalesce into a larger bubble.
The first part is modeled by the bubble collision frequency 𝛷, where
various different collision mechanism can be modeled individually. The
probability that a collision event will end in a coalescence 𝑃 is modeled
ifferently in various aggregation models and was not studied in this
ork. The aggregation kernel is [25]

(𝑖,𝑗)agg = 𝐹𝑎𝑔𝑔{
∑

𝑚
𝜙𝑚𝛷

𝑚
𝑖,𝑗𝑃

𝑚
𝑖,𝑗}, (5)

here 𝐹𝑎𝑔𝑔 denotes the aggregation calibration factor, 𝜙 represents the
alibration factor of the collision frequency mechanism 𝛷. The index

represents various collision mechanisms, for example buoyancy or
urbulence, and i,j represent the respective bubble groups. The terms
626
𝐵𝑖,agg and 𝐷𝑖,agg are calculated as [25]

𝐵𝑖,agg = 1
2

𝑖−1
∑

𝑗,𝑘=0
𝛺agg,(𝑖,𝑗)𝑛𝑘𝑛𝑗𝑋𝑗,𝑘,𝑖,

𝐷𝑖,agg =
∑

𝑗
𝛺agg,(𝑖,𝑗)𝑛𝑖𝑛𝑗 ,

(6)

where the factor 1
2 is introduced to avoid counting the same coalescence

events twice. As only smaller bubbles can coalesce into an 𝑖th bubble
group, the sum limits are set accordingly. The 𝑋𝑖,𝑗,𝑘 is the coalescence
matrix that determines the split of the fraction of mass between the
bubble groups due to coalescence, and is defined as

𝑋𝑗,𝑘,𝑖 =

(𝑚𝑗+𝑚𝑘)−𝑚𝑖−1
𝑚𝑖−𝑚𝑖−1

if 𝑚𝑖−1 < 𝑚𝑗 + 𝑚𝑘 < 𝑚𝑖

𝑚𝑖+1−(𝑚𝑗+𝑚𝑘)
𝑚𝑖+1−𝑚𝑖

if 𝑚𝑖 < 𝑚𝑗 + 𝑚𝑘 < 𝑚𝑖+1

0 otherwise

, (7)

where 𝑚𝑖 is the mass of bubble with the diameter 𝑑𝑖.
The aggregation models of Luo [28], Prince Blanch (PB) [27], and

Liao [29] were all used in this work. Luo’s model is the simplest
one, requiring only one model parameter, which is 𝐹agg. PB’s model
considers three different mechanisms of collision frequency due to:
buoyancy, turbulence and laminar shear. The shear contribution is
neglected in Ansys Fluent 2021 R2 implementation [25], therefore,
only two additional calibration factors are introduced in the form of
𝜙boy, and 𝜙turb. Liao’s model is the most complex, considering also
ollision frequency contributions from larger eddies capturing smaller
ubbles, and the wakes, that are left behind larger bubbles. While Luo’s
nd PB’s model consider the same probability for coalescence 𝑃 for

each type of collision, the Liao’s model considers the probabilities for
each mechanism differently as 𝑃𝑚.

2.2.2. Breakage
Bubbles, which are kept together by surface tension, are subjected

to the destructive stresses in a flowing liquid. These stresses can deform
and ultimately break them, resulting in the bubbles falling apart into
two or more daughter bubbles. The expression for the breakage kernel
is given by [25].

𝛺break,(𝑖,𝑗) = 𝐹𝑏𝑟𝑒𝑎𝑘
∑

𝑚
𝐺𝑚𝑔

𝑚
𝑖 𝛽𝑖,𝑗 , (8)

where 𝐹𝑏𝑟𝑒𝑎𝑘 is breakage calibration factor, 𝐺𝑚 is calibration factor of
bubble breakage mechanism m, 𝑔𝑚 is baseline bubble breakage fre-
quency by breakup mechanism m, and 𝛽 is probability density function,
determining the fraction of bubble of the 𝑖th bubble group breaking
into the 𝑗th bubble group. In the simulations only binary breakage is
considered, therefore 2 daughter particles are born from each breakage.
The 𝐵𝑖,br and 𝐷𝑖,br are calculated as [25]

𝐵𝑖,br =
∑

𝑗>𝑖
𝛺break,(𝑗,𝑖)𝑛𝑗 ,

𝐷𝑖,br =
∑

𝑗
𝛺break,(𝑖,𝑗)𝑛𝑖,

(9)

where the sum indicates that the bubbles in 𝑖th bin can only be born
from breakage of larger bubbles, or can die after breaking into any
smaller bubbles.

The breakage models of Luo [28] and Liao [29] were both used
in this work. Luo’s model is the simplest, considering the turbulence
fluctuations to be the only mechanism of breakage, and introducing
only one model parameter in the form of 𝐹 . Liao’s model considers
𝑏𝑟𝑒𝑎𝑘



Nuclear Engineering and Technology 56 (2024) 624–635A. Gajšek et al.
Fig. 2. Test section of the DEBORA experiment.
Source: Adopted from [26].

breakage mechanism of turbulence fluctuations, and shear stresses pro-
duced by laminar shear, turbulent shear in big eddies, and interfacial
slip due to drag.

3. The DEBORA experiment

The DEBORA experiments were conducted by the Commissariat à
l’énergie atomique et aux énergies alternatives (CEA) in the 1990s [26].
The objective was to explore flow boiling, particularly boiling crisis
phenomena, across a spectrum of operational conditions. The exper-
iment employed Freon R12 as a cost-effective substitute for water,
with operating conditions scaled-down to simulate conditions present
in pressurized water reactors at lower pressures and heat fluxes, as
presented on Table 1.

Liquid enters the DEBORA test section Fig. 2 at the inlet, which
is located at the bottom of the section, into 1 m long a non-heated
pipe section with a diameter of 19.2 mm, that ensures that a fully
developed flow enters the heated part of the test section. The whole
test section is thermally insulated, ensuring the negligible heat loss.
In the 3.5 m long heated part of the test section, electrical heating
provides a constant heat flux. Just before the end of the heated section,
at a height of 3.485 m, there is a measuring plane, with an optical
measuring probe, that can be moved radially, to detect the local vapor
phase volume fraction and mean bubble size. Pressure and temperature
measurements are taken at the inlet and outlet of the test section. A
detailed description of the DEBORA experiment, including its setup and
methodology can be found in [26].

Experimental results consist of radial profiles of mean bubble diam-
eter and vapor phase volume fraction. Uncertainty of optical probe’s
radial position is estimated at 𝛥𝑟 = ±50 μm. Absolute uncertainty of
627
Fig. 3. Model of test section.
Source: Adopted from [26].

Table 1
Scaling of DEBORA experimental conditions to PWR conditions.
Source: Adopted from [26].

Fluid Water Freon 12

Pressure (MPa) 10–18 1.4–3
Mass velocity (kg/m2s) 1000–5000 1000–5000
Heat flux density (MW/m2) 0.5–6 0.05–0.65

Table 2
Operating conditions in simulated cases.

DEBORA 1 DEBORA 2 DEBORA 3

Outlet pressure (MPa) 1.459 2.617 1.456
Inlet mass velocity (kg/m2s) 2022 2984 5085
Heat flux (W/m2) 76 246 107 520 135 000
Inlet temperature (K) 304.55 345.65 313.65

vapor volume fraction was 𝛥𝛼𝑣 = ±2% and relative uncertainty of mean
bubble diameter was 𝛥𝑑𝑣

𝑑𝑣
= ±15%.

3.1. Simulation geometry

To reduce computational intensity the three-dimensional pipe was
simplified to the 2-D axisymmetric geometry. The coordinate origin is
selected at center of the pipe in the beginning of the heated section as
shown in Fig. 3. The radius 𝑟 = 0 mm represents the center of the pipe
and 𝑟 = 9.6 mm the wall of the pipe. Similarly to the experiment, the
geometry used in a simulation has a 1 m long non-heated section at
the inlet with adiabatic boundary condition to ensure fully developed
flow. It is followed by the 3.5 m long heated section and another 0.5 m
non-heated section, to avoid any outlet effects near the measuring plane
at the 𝑧 = 3.485 m. The baseline mesh chosen for the simulation used
20 cells radially and 500 cells axially. Meshes with 40 × 500, and 60
× 1000 cells were also tested to ensure the mesh convergence. Three
DEBORA experiments presented in Table 2 have been simulated.
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Fig. 4. Experimental data [26] and simulation result, at 𝑧 = 3.485 m with three different meshes. Top are vapor volume fractions and bottom mean bubble diameter, for three
EBORA cases from left to right.
Fig. 5. Experimental data [26] and simulation result, at 𝑧 = 3.485 m with three different bubble size discretizations. Top are vapor volume fractions and bottom mean bubble
iameter, for three DEBORA cases from left to right.
T
C

Physical properties of the coolant, such as density, specific heat, and
iscosity, were obtained from NIST tables [40], and are pressure and
emperature dependent.

. Results

All simulation results are presented at the measuring location, if not
tated otherwise. Radial profiles of vapor volume fraction 𝛼𝑣 and MBD
𝑣 are compared to the profiles measured in the experiment [26].

.1. Mesh analysis

Prior to the sensitivity analysis of the PBM calibration factors, a
esh convergence analysis has been performed using the PB’s ag-

regation model and the Luo’s breakage model. For this purpose the
imulation on three different meshes were compared. The results of the
nalysis are presented in Fig. 4. The baseline mesh (20 𝑥 500) seems
628

o be sufficient, as only a minimal difference between the simulation p
results can be observed in DEBORA 1 case, and almost no difference in
DEBORA 2 and DEBORA 3 cases.

4.2. Effect of bubble size discretization

Theoretically, a very large number of bins could be defined in PBM.
For practical reasons, that is to reduce computation time and increase
the numerical stability, a lower number is preferred. The number of
bins should be large enough, that the final result does not depend on it
substantially. To test which discretization is sufficient, simulations with
different numbers of bins were carried out. In these cases, a baseline
mesh (200x500) and the same combination of PBM models as in the
previous section 4.1 were used. All bubble size discretizations span
across the same range of bin sizes, that is from 0.1 mm to 3.16 mm.

his is achieved by tuning the growth factor 𝑔, according to Eq. (4).
hosen discretizations are presented in Table 3.

Simulation results obtained with different numbers of bins are
resented in Fig. 5. A large discrepancy in mean bubble diameter can be
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Fig. 6. Experimental data [26] and simulation results, at 𝑧 = 3.485 m with three different aggregation and breakage model combinations for PBM. Top are vapor volume fractions
nd bottom mean bubble diameter, for three DEBORA cases from left to right.
Table 3
Number of bins, span of the bubble sizes, and growth factor, used for bin size
convergence test. Bin sizes for each discretization can be calculated by Eq. (4).

Number of bins 8 16 24 36

dv,min [mm] 0.10 0.10 0.10 0.10
dv,max [mm] 3.16 3.16 3.16 3.16
g 2.14 1 0.65 0.43

observed across all DEBORA cases between 8 bins and the other three
discretizations. The discrepancy is lesser when observing the vapor vol-
ume fraction profiles. As there was only a slight discrepancy between
discretizations with 16, 24, and 36 bins, a 24 bins discretization was
chosen for the further analysis.

4.3. Influence of aggregation and breakage models

First, simulation results from three different combinations of break-
age and aggregation models are compared. All calibration factors
within the models were set to unity. The results of the simulations are
shown in Fig. 6. In the naming of the models, the first name refers
to the aggregation model and the second to the breakage model. A
significant discrepancy in vapor volume fraction and bubble diameter,
between the Luo-Luo and PB-Luo simulation results leads us to conclude
that the Luo’s aggregation model significantly overestimates bubble
coalescence across all three DEBORA cases. The difference between the
PB-Luo and Liao-Liao simulations is relatively minor for the DEBORA 2
and DEBORA 3 cases, but more significant for the DEBORA 1 case. In
all three cases, the Liao-Liao combination performs best in predicting
MBD, with the PB-Luo combination ranking as the second best.

Vapor volume fraction profiles are similar for the PB-Luo and Liao-
Liao combinations. In general, larger MBD results in larger vapor
volume fractions closer to the center of the pipe (𝑟 → 0), but not
at the pipe wall (𝑟 → 9.6 mm). This can be partially attributed to
he smaller IAC, and therefore condensation rates, for larger bubbles.
nother factor is the modeling of the lift force. If the MBD is large
nough, a dramatic shift in vapor volume fraction profiles can be
bserved. This can be attributed to the sign change in the coefficients in
he Tomiyama lift force model, as observed in Fig. 1, resulting in vapor
eing transported to the center of the pipe instead of being pushed to
he wall. This shift appears at around 𝑑𝑣 = 1.7 mm in the DEBORA 1

and DEBORA 3 cases. Only the Luo-Luo simulation in the DEBORA 1
case exceeded that limit, resulting in a substantially different volume
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fraction profile, especially towards the inner regions. This effect is even
more evident in the DEBORA 2 case where the shift occurs at around
1.2 mm, again affecting only the Luo-Luo combination.

Although the Liao-Liao combination shows the best fit to the exper-
iments, for simplicity, the PB’s aggregation and Luo’s breakage model
have been chosen, as they require fewer calibration factors and still
offer a relatively good agreement with the experimental data.

To systematically examine the sensitivity of the results on the
aggregation and breakup calibration factors, a parametric analysis has
been performed. To begin with, the effect of aggregation calibration
factor 𝐹agg is presented. Following that, buoyancy collisions calibration
factor 𝜙boy and turbulence collisions calibration factor 𝜙turb of PB’s
model are investigated. Lastly, the model’s sensitivity to the breakage
calibration factor 𝐹br of Luo’s model is examined.

4.3.1. Parametric analysis of aggregation
Fig. 7 illustrates the impact of the aggregation calibration factor

𝐹𝑎𝑔𝑔 that ranges between 0.1 and 10. Aggregation seems to be over-
predicted with the default value of 𝐹agg = 1 in all three DEBORA cases.
In DEBORA 1 and DEBORA 2, the simulations with 𝐹agg = 0.5 align
best with the experimental results, while in DEBORA 3, a much smaller
𝐹agg = 0.2 or 𝐹agg = 0.1 provides the best agreement. This is similar
to the findings of Vlček and Sato [24], who in their own analysis of
DEBORA experiment also suggest that 𝐹𝑎𝑔𝑔 ≈ 0.2 fits best with the
experiments.

Increasing 𝐹agg has a large effect on MBD and subsequently on
vapor volume fraction profiles. Aggregation is the most dominant in
the DEBORA 1 case, where, with 𝐹agg = 5 and 𝐹agg = 10, the average
bubble diameter is approaching 3, placing most bubbles in the largest
possible bin of 3.16 mm.

Vapor volume fractions appear to align well with experimental
results with 𝐹agg = 0.5 in cases DEBORA 1 and DEBORA 2, where the
simulated MBD agrees well with the experimental results. However,
even a good agreement in MBD does not necessarily result in accurate
predictions of vapor volume fraction. The trend is captured relatively
well in cases DEBORA 1 and DEBORA 3, in the bulk of the flow but
not close to the wall. The trend was not captured at all in the DEBORA
2 case. Empirical correlations associated with the heat partitioning
model [36] behind boiling parameters and interfacial forces, especially
lift force, could be the reason for the described discrepancies, and
should be further investigated in the future work.

In Fig. 8, the effect of buoyancy collisions coefficient 𝜙boy, with

he values ranging between 0.1 and 10, can be observed. The effect
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Fig. 7. Experimental data [26] and simulation result using different 𝐹agg, at 𝑧 = 3.485 m. Top are vapor volume fractions and bottom mean bubble diameter, for three DEBORA
cases from left to right.
Fig. 8. Experimental data [26] and simulation result using different 𝜙boy, at 𝑧 = 3.485 m. Top are vapor volume fractions and bottom mean bubble diameter, for three DEBORA
cases from left to right.
is noticeably smaller than the effect of 𝐹agg. Only a small decrease
of mean bubble diameter is observed by reducing the coefficient to
𝜙boy = 0.1, and a moderate increase in DEBORA 1 and DEBORA 3 cases
when it is increased to 𝜙boy = 10. In DEBORA 2 case, the difference is
almost negligible.

On the other hand, the coefficient 𝜙turb enhances the aggregation
considerably (see Fig. 9). The effect is very similar as in the case of
𝐹𝑎𝑔𝑔 . We may conclude that, at these conditions (high mass flow rate),
the effect of collisions due to buoyancy is notably less important than
the effect of collisions due to turbulence.

4.3.2. Parametric analysis of breakage
The effects of breakage can be observed in Fig. 10. Here again,

the breakage calibration factor 𝐹𝑏𝑟𝑒𝑎𝑘 was varied from 0.1 to 10. By
decreasing the 𝐹break, mean bubble diameter profiles have increased
in all the cases as expected. By increasing 𝐹break, an opposite trend
can be observed. In DEBORA 1 and DEBORA 3 cases, a relatively
630
good agreement with the experiments can be observed with 𝐹break =
5, but the shape of the curve does not capture the trend observed
in experiments as well as in Fig. 7, when varying the 𝐹agg. As the
aggregation had to be changed by a much smaller factor and had a
larger effect on the final result, we conclude, that the aggregation is
the more important mechanism in modeling these cases.

4.4. Radial PBM bin distribution

As shown in Figs. 7 to 10, the variation of aggregation calibration
factor 𝐹𝑎𝑔𝑔 has the greatest influence on the radial profiles of the vapor
volume fraction and the MBD. In this section, a radial profile of bubble
size distribution is examined for the DEBORA 1 case, for different
values of 𝐹𝑎𝑔𝑔 .

Lets define a normalized 𝑖th bin vapor fraction 𝛼𝑛𝑖 as

𝛼𝑛 =
𝛼𝑖 ∀ 𝛼𝑣 > 0. (10)
𝑖 𝛼𝑣
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Fig. 9. Experimental data [26] and simulation result using different 𝜙turb, at 𝑧 = 3.485 m. Top are vapor volume fractions and bottom mean bubble diameter, for three DEBORA
cases from left to right.
Fig. 10. Experimental data [26] and simulation result using different 𝐹break, at 𝑧 = 3.485 m. Top are vapor volume fractions and bottom mean bubble diameter, for three DEBORA
ases from left to right.
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The sum of all normalized bin vapor fractions therefore equals to

𝑖
𝛼𝑛𝑖 = 1. (11)

In Figs. 11 to 14 the top part represents a radial profile of the
apor volume fraction, with the contribution of each of the 24 bins
e.g. 24 individual bubble size) colored by a different color. On bottom
ormalized bin vapor volume fraction distributions are presented at
hree different locations: 𝑟∕𝑅 ≈ 0.02 (near the center of the pipe),
∕𝑅 ≈ 0.53 (halfway between the center and the pipe wall), and third
∕𝑅 ≈ 1 near the heated wall.

In Fig. 11 the results for 𝐹𝑎𝑔𝑔 = 0.1 are presented. One can observe
hat, the vapor is accumulated close to the wall, and that bubbles with
he diameter up to 0.6 mm are the most prevalent across the radius
f the pipe. At all three locations the smallest bubbles of 0.1 mm
ontribute most to the local void fraction.

Higher bin sizes can be observed at 𝐹𝑎𝑔𝑔 = 1, as shown in Fig. 12.
he vapor radial profile also changes significantly compared to Fig. 11.
lose to the wall the vapor fractions are similar, but there is signif-

cantly more vapor in the inner regions. Bubble populations seem to
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follow a log-normal distribution. Close to the wall there are two peaks
of bubble populations, as bubbles nucleate into the smallest bin. A
significant amount of vapor is present in the largest bins in the middle
regions, therefore some additional bins above the current maximum
would be beneficial. When observing the bubble populations, it is
evident, that bigger bubbles populate the inner regions. However, the
largest bubbles in that case are not in the center of the pipe but at
around 𝑟∕𝑅 ≈ 0.6. This could be due to, the populations still changing
in streamwise 𝑧 direction, and the bigger bubbles did not yet penetrate
nto the core. To test this hypothesis, a result in the end of the test
ection, that is on 𝑧 = 3.985 m is presented in Fig. 13. The bubbles
o indeed grow even larger and the biggest populations have shifted
owards 𝑟∕𝑅 ≈ 0.2.

To further analyze the bubble diameter peak at 𝑟∕𝑅 = 0.6, the radial
rofile of liquid subcooling (𝛥𝑇sub = 𝑇𝑙−𝑇sat) is shown in Fig. 15. There
re two main competing mechanism that affect the mean bubble size.
ubbles grow due to the coalescence and shrink due to condensation

n the subcooled liquid. Results show that the liquid subcooling and
ubsequently condensation rate do not change considerably in radial
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Fig. 11. Experimental data [26] and radial bubble population for DEBORA 1 case with
𝐹𝑎𝑔𝑔 = 0.1, at 𝑧 = 3.485 m.

Fig. 12. Experimental data [26] and radial bubble population for DEBORA 1 case with
𝐹𝑎𝑔𝑔 = 1, at 𝑧 = 3.485 m.

Fig. 13. Radial bubble population for DEBORA 1 case with 𝐹𝑎𝑔𝑔 = 1, at 𝑧 = 3.985 m.

direction at 𝑧 = 3.485 m. Since liquid subcooling is still similar at
𝑧 = 3.985 m, vapor is still present at high volume fractions (Fig. 13),
and bubble sizes are still increasing (Figs. 12, 13), we may conclude
that coalescence is the dominant mechanism.

Finally, the 𝐹𝑎𝑔𝑔 = 10 case is presented in Fig. 14. As we have
already inferred from Fig. 7, the inner regions are completely populated
by the largest bubbles. Vapor volume fraction profile is significantly
different than for previous cases, indicating the importance of bubble
size for interfacial momentum transfer models, specifically lift force
632
Fig. 14. Experimental data [26] and radial bubble population for DEBORA 1 case with
𝐹𝑎𝑔𝑔 = 10, at 𝑧 = 3.485 m.

Fig. 15. Radial liquid subcooling profile for DEBORA 1 case with 𝐹𝑎𝑔𝑔 = 1, at
𝑧 = 3.485 m and 𝑧 = 3.485 m.

modeling. A vertical dashed line indicates the diameter 𝑑𝐶𝐿, at which
the lift coefficient sign changes in the Tomiyama’s model at given
pressure (in our case 𝑑𝐶𝐿=1.7 mm at 1.459 bar). These effects of the
change in the lift sign affecting the vapor distribution are evident
in Figs. 11 to 14, where the bubbles larger than 𝑑𝐶𝐿 are primarily
distributed towards the center of the pipe (r → 0 mm).

Near the heated wall, some smaller bubble sizes are still present, as
the nucleating bubbles always enter the smallest possible bin.

In Figs. 11 and 14, we can observe a maximum amount of vapor
in the first or last possible bin respectively. This is due to the fact that
for a very small coalescence factor 0.1, bubbles tend to remain in the
smallest bin, into which they are generated by nucleation (boiling) at
the wall. And conversely, with a very large coalescence factor of 10, the
largest bin is overloaded with bubbles, as there is no larger to coalesce
into.

The minimum and maximum bin sizes (bubble diameters) are cho-
sen a priori, based on flow conditions from the experiment. Described
indicates, that with modified Fagg of 0.1 an 10 the coalescence is,
not surprisingly, under- or over-predicted, respectively, for a given
range of minimum and maximum bubble sizes. On the other hand, at a
given (assuming correct) Fagg, the minimum or maximum bubble sizes
should be adjusted; however their values could be rather difficult to
estimate beforehand from the flow conditions.

4.5. Cross section averaged bubble bin distribution

Instead of observing the bubble populations at different radial loca-
tions, as we have done in Figs. 11 to 14, it can be useful to observe
bubble size distribution in the cross-section of the pipe. This way



Nuclear Engineering and Technology 56 (2024) 624–635A. Gajšek et al.

o
v
h
d
o

⟨

Fig. 16. Normalized vapor bin fraction at 𝑧 = 3.485 m, three different 𝐹𝑎𝑔𝑔 , for DEBORA 1 case.
Fig. 17. Normalized vapor bin fraction at 𝑧 = 3.485 m, using three different 𝜙𝑡𝑢𝑟𝑏, for DEBORA 1 case.
Fig. 18. Normalized vapor bin fraction at 𝑧 = 3.485 m, using three different 𝜙𝑏𝑜𝑦, for DEBORA 1 case.
f observing the bubble population is more suitable for flow boiling
isualization experiments [41], where the observed window of the
igh-speed camera encompasses the entire flow cross-section. Let us
efine the normalized cross-section averaged 𝑖th bin volume fraction
ver a surface A as

𝛼𝑛𝑖 ⟩𝐴 =
∬𝐴 𝛼𝑛𝑖 𝑑𝑆

∬𝐴 𝑑𝑆
, (12)
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In the presented results a normalized vapor volume fraction has
been averaged on a measuring plane of 𝐴(𝑧 = 3.485) m. A cylindrical
geometry (𝑑𝑆 = 2𝜋𝑟𝑑𝑟) was acknowledged when performing the
surface averaging . In Figs. 16, 17, and 18 the vapor volume fraction
is presented by the individual bin contribution, where all vertical
lines represent the boundaries of a bin. The 𝑥-axis is logarithmic. The
height of each bin represents the contribution of this bin to the vapor
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Fig. 19. Normalized vapor bin fraction at 𝑧 = 3.485 m, using three different 𝐹𝑏𝑟𝑒𝑎𝑘, for DEBORA 1 case.
volume fraction at the measuring plane. The results of three different
simulations with different calibration factors are compared on each
figure.

In Fig. 16 a normalized averaged bin distribution is presented for
three different 𝐹𝑎𝑔𝑔 . When the coefficient is small, only small bubbles
are present, with the smallest bubble group holding significant amount
of vapor. Conversely, increasing the coefficient from 1 to 10, shifts the
distribution towards the largest bubble bin.

In Fig. 17 only the turbulent collision coefficient of the PB’s model
was altered. The result for the 𝜙𝑡𝑢𝑟𝑏 = 10 look similar to the 𝐹𝑎𝑔𝑔 = 10
(see Fig. 16). At the 𝜙𝑡𝑢𝑟𝑏 = 0.1, the distribution is moved towards the
bigger bins, compared to the 𝐹𝑎𝑔𝑔 = 0.1, as the buoyancy collision effect
was not reduced.

In Fig. 18 only the buoyancy collision coefficient of the PB’s model
was altered. The effects of reducing the 𝜙𝑏𝑜𝑦 from 1 to 0.1, were slim.
The distribution did move towards the bigger bins considerably when
increasing from 1 to 10, but still substantially less than when altering
the 𝐹𝑎𝑔𝑔 (see Fig. 16) or 𝜙𝑡𝑢𝑟𝑏 (see Fig. 17). From this averaged data we
can again conclude, that turbulence is much more important collision
mechanism than buoyancy.

Lastly, the effect of breakage was examined by varying the breakage
calibration coefficient 𝐹𝑏𝑟𝑒𝑎𝑘. The simulation results are presented in
Fig. 19. The resulting distributions are visually similar and are only
offset by a small margin. The effect is significantly lower than alternat-
ing 𝐹𝑎𝑔𝑔 or 𝜙𝑡𝑢𝑟𝑏. From the presented results for normalized vapor bin
fraction it is again evident, that the break-up mechanism is much less
important than coalescence in the simulated cases.

5. Conclusion

A population balance model (PBM) combined with a two-fluid for-
mulation was used to simulate the flow boiling. A systematic sensitivity
analysis of the key PBM model parameters has been performed to
predict the local distributions of mean bubble diameter and vapor
volume fraction. The simulations have been validated on various DEB-
ORA experiments. Mesh and PBM bin discretization sensitivity studies
ensured the results converge with the number of grid cells and bubble
size classes.

A combination of the Prince Blanch’s aggregation model and the
Luo’s breakage model was chosen to perform the parametric analysis
of the main model calibration constants, varied between 0.1 and 10
to assess their separate effect on the results. In addition to the radial
profiles of mean bubble diameter and vapor volume fraction, their
influence on the bubble size population, represented by bins, was also
evaluated.

The main conclusions of the study are as follows:
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• A reasonable agreement can be achieved for the mean bubble
diameter distribution by calibration of bubble aggregation model
parameters. Yet, the same parameter set does not result in a good
prediction of vapor distribution. This indicates that better closure
relations for the interaction between liquid and vapor bubbles
could further improve the simulation results.

• From the results we have concluded that in these conditions tur-
bulence is much stronger source of bubble collisions than buoy-
ancy, and that bubble aggregation is in general more important
than breakage.

• Results for the contributions of the individual bubble size groups
(bin) show significant streamwise evolution of bubble size. This
indicates an unsteady aggregation process with the flow. To
validate population balance models, measurements at multiple
axial location within the flow would be necessary for thorough
validation of the models.

• Validation using available measurements at multiple axial loca-
tions would be beneficial for thorough validation of PBM models
in the future work.
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