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PARALLEL SHRINKING PROJECTION METHOD FOR

FIXED POINT AND GENERALIZED EQUILIBRIUM

PROBLEMS ON HADAMARD MANIFOLD

Hammed Anuoluwapo Abass and Olawale Kazeem Oyewole

Abstract. In this article, we propose a shrinking projection algorithm
for solving a finite family of generalized equilibrium problem which is also

a fixed point of a nonexpansive mapping in the setting of Hadamard mani-

folds. Under some mild conditions, we prove that the sequence generated
by the proposed algorithm converges to a common solution of a finite

family of generalized equilibrium problem and fixed point problem of a
nonexpansive mapping. Lastly, we present some numerical examples to

illustrate the performance of our iterative method. Our results extends

and improve many related results on generalized equilibrium problem
from linear spaces to Hadamard manifolds. The result discuss in this

article extends and complements many related results in the literature.

1. Introduction

The theory of Equilibrium Problem (in short, EP) finds its applications in
many fields of mathematics such as optimization problems, Nash equilibrium
problems, complementarity problems, fixed point problems and variational in-
equality problems. The EP have been studied extensively in finite and infinite
dimensional linear spaces (see, for example [7–10, 16, 20] and the references
therein). Let C be a nonempty, closed and convex subset of a topological space
X and F : C × C → R be a bifunction, a point x ∈ C is said to be an EP if

F (x, y) ≥ 0, ∀ y ∈ C.(1.1)

Several iterative methods have been employed for solving EP (1.1) (see [2, 3,
16, 17, 21, 37, 40] and the references therein). In 2008, Moudafi [24] introduced
and studied the Generalized Equilibrium Problem (in short, GEP) which is to
find x ∈ C such that

F (x, y) + ⟨ψx, y − x⟩ ≥ 0, ∀ y ∈ C,(1.2)
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where F : C × C → R is a bifunction and ψ : C → X∗ is a nonlinear mapping
and X∗ is the dual space of X. The GEP (1.2) is a combination of EP (1.1)
and Variational Inequality Problem (in short, VIP) which is to find x ∈ C such
that

⟨ψx, y − x⟩ ≥ 0, ∀ y ∈ C.(1.3)

Remark 1.1. If ψ ≡ 0, then GEP (1.2) reduces to EP (1.1) and if F ≡ 0, then
GEP (1.2) reduces to the so-called VIP (1.3).

The GEP is known to finds its applications in sensor networks, robustness
to marginal changes, data compression and equilibrium stability, to mention a
few (see [4, 6, 19, 36] and the references therein). Recently, many authors (see
[6,16,27,32]) extended the concepts and techniques of the theory of equilibrium
problems from Euclidean spaces to nonlinear spaces like Hadamard manifolds.
An important motivation for studying equilibrium problems in Hadamard man-
ifolds is that some equilibrium problems on Euclidean spaces can not be solve
by the classical technique but can be solve on Hadamard manifolds see [15].
Therefore, the extension of the concepts and techniques of the theory of equi-
librium to Riemannian manifolds is very important.

In 2012, Colao et al. [15] introduced the concept of equilibrium problem
where the associated bifunction is monotone and proved the existence of its
solution on Hadamard manifolds. Wang et al. [39] studied the notion of mono-
tone and accretive vector fields on Riemannian manifolds. Németh [25] gen-
eralized some basic concepts of the existence and uniqueness theorems of the
classical theory of variational inequalities from Euclidean spaces to Hadamard
manifolds. Zhou and Huang [41] studied the notion of the KKM mapping and
proved a generalized KKM theorem on the Hadamard manifold. Noor et al. [28]
introduced an implicit method for solving equilibrium problem on Hadamard
manifolds and Noor et al. [27] proposed an explicit method for solving equilib-
rium problem on Hadamard manifolds.

Let C be a nonempty, closed and geodesic convex subset of a Hadamard
manifold M. Let F : C × C → R be a bifunction and ψ : C → TM be a
single-valued vector field, the GEP is to find x ∈ C such that

F (x, y) + ⟨ψx, exp−1
x y⟩ ≥ 0, ∀ y ∈ C,(1.4)

where exp−1 is the inverse of the exponential function exp : TM → M with
TM the tangent bundle of M. Using the idea in GEP (1.2), it is obvious that
variational inequality problem defined in Hadamard manifold is to find x ∈ C
such that

⟨ψx, exp−1
x y⟩ ≥ 0, ∀ y ∈ C.(1.5)

We denote by GEP (F,ψ), the solution set of (1.4).
Very recently, Oyewole et al. [31] studied the existence of solution of the

generalized equilibrium problem on Hadamard manifold using the KKM lemma.
They established a convergence result for approximating a solution to the GEP
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which is also a fixed point of a nonexpansive mapping using the following
viscosity iterative method:{

yn = expxn
(1− βn) exp

−1
xn
Sxn;

xn+1 = expf(xn)(1− αn) exp
−1
f(xn)

TF,ψrn ,
(1.6)

where S is a nonexpansive mapping, f : M → M is an α-contraction and TF,ψrn
(defined in Section 2) is the resolvent of GEP (F,ψ).
It is well-known that in infinite-dimensional Hilbert space, the normal Mann’s
iterative method has only weak convergence, in general, even for nonexpansive
mappings. Of course, weak and strong convergence are only distinguisgable in
the infinite-dimensional setting. On the other hand, even when we have to solve
infinite-dimensional problems, numerical implementation of algorithms are cer-
tainly applied to finite-dimensional approximation of the problems. Neverthe-
less, it is vital to have convergence theory for the infinite-dimensional case,
because it guarantees robustness and stability with respect to discretization
schemes employed for obtaining finite-dimensional approximations of infinite-
dimensional problems (see [35]). In 2000, Solodov and Svaiter [35] proposed a
shrinking iterative method which consists of the proximal point iteration with
certain (computational simple) projection steps. They employed their itera-
tive method for finding zeroes of maximal monotone operators in an infinite-
dimensional Hilbert space. Since then, several authors working in this direction
have employed the shrinking iterative methods for solving different optimization
problems in linear spaces (see [1, 13, 29, 30, 33, 35] and the references therein).
Very recently, Chang et al. [12] proposed a shrinking projection method for
solving a finite family of quasi-variational inclusion problems in Hadamard
manifolds. It was established under some mild conditions that the sequence
generated by their iterative method converges strongly to a common solution
of a finite family of quasi-variational inclusion problems.

Spurred by the results of Oyewole et al. [31], Colao et al. [15], Chang et
al. [12] and some other related results in literature, we propose a shrinking
projection iterative method for solving a finite family of generalized equilibrium
problem which is also a fixed point of a nonexpansive mapping in Hadamard
manifolds. Using our iterative method, we prove that the sequence generated by
our iterative algorithm converges to a solution of the aforementioned problems.
We display some numerical examples to show the performance of our iterative
method.

In summary, the problem discussed in this article is to find x ∈ C such that

Fix(S) ∩
N⋂
j=1

GEP (Fj , ψj),

where Fix(S) = {x ∈ C : x = Sx} is the fixed point set of a nonlinear mapping
S.

We highlight our contributions in this article as follows:
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(i) Our result generalizes many related results on EP and GEP from linear
spaces to Hadamard manifolds (see [2, 21,26]).

(ii) The problem considered in [32, 33] of the problem proposed in this
article when j = 1.

(iii) The result discuss in this paper is new and the proof is concise.

2. Preliminaries

Let M be an m-dimensional manifold, let x ∈ M and let TxM be the tangent
space of M at x ∈ M. We denote by TM =

⋃
x∈M TxM the tangent bundle

of M. An inner product R⟨·, ·⟩ is called a Riemannian metric on M if ⟨·, ·⟩x :
TxM × TxM → R is an inner product for all x ∈ M. The corresponding norm
induced by the inner product Rx⟨·, ·⟩ on TxM is denoted by ∥ · ∥x. We will
drop the subscript x and adopt ∥ · ∥ for the corresponding norm induced by
the inner product. A differentiable manifold M endowed with a Riemannian
metric R⟨·, ·⟩ is called a Riemannian manifold. In what follows, we denote the
Riemannian metric R⟨·, ·⟩ by ⟨·, ·⟩ when no confusion arises. Given a piecewise
smooth curve γ : [a, b] → M joining x to y (that is, γ(a) = x and γ(b) = y), we

define the length l(γ) of γ by l(γ) :=
∫ b
a
∥γ′(t)∥dt. The Riemannian distance

d(x, y) is the minimal length over the set of all such curves joining x to y. The
metric topology induced by d coincides with the original topology on M. We
denote by ∇ the Levi-Civita connection associated with the Riemannian metric
[34].

Let γ be a smooth curve in M. A vector field X along γ is said to be parallel
if ∇γ′X = 0, where 0 is the zero tangent vector. If γ′ itself is parallel along γ,
then we say that γ is a geodesic and ∥γ′∥ is a constant. If ∥γ′∥ = 1, then the
geodesic γ is said to be normalized. A geodesic joining x to y in M is called
a minimizing geodesic if its length equals d(x, y). A Riemannian manifold M
equipped with a Riemannian distance d is a metric space (M, d). A Riemannian
manifold M is said to be complete if for all x ∈ M, all geodesics emanating from
x are defined for all t ∈ R. The Hopf-Rinow theorem [34] posits that if M is
complete, then any pair of points in M can be joined by a minimizing geodesic.
Moreover, if (M, d) is a complete metric space, then every bounded and closed
subset of M is compact. If M is a complete Riemannian manifold, then the
exponential map expx : TxM → M at x ∈ M is defined by

expx v := γv(1, x), ∀ v ∈ TxM,

where γv(·, x) is the geodesic starting from x with velocity v (that is, γv(0, x) =
x and γ′v(0, x) = v). Then, for any t, we have expx tv = γv(t, x) and expx 0 =
γv(0, x) = x. Note that the mapping expx is differentiable on TxM for every
x ∈ M. The exponential map expx has an inverse exp−1

x : M → TxM. For any
x, y ∈ M, we have d(x, y) = ∥ exp−1

y x∥ = ∥ exp−1
x y∥ (see [34] for more details).

The parallel transport Pγ,γ(b),γ(a) : Tγ(a)M → Tγ(b)M on the tangent bundle
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TM along γ : [a, b] → R with respect to ∇ is defined by

Pγ,γ(b),γ(a)v = F (γ(b)), ∀ a, b ∈ R and v ∈ Tγ(a)M,

where F is the unique vector field such that ∇γ′(t)v = 0 for all t ∈ [a, b] and
F (γ(a)) = v. If γ is a minimizing geodesic joining x to y, then we write Py,x
instead of Pγ,y,x. Note that for every a, b, r, s ∈ R, we have

Pγ(s),γ(r) ◦ Pγ(r),γ(a) = Pγ(s),γ(a) and P
−1
γ(b),γ(a) = Pγ(a),γ(b).

Also, Pγ(b),γ(a) is an isometry from Tγ(a)M to Tγ(b)M, that is, the parallel
transport preserves the inner product

⟨Pγ(b),γ(a)(u), Pγ(b),γ(a)(v)⟩γ(b) = ⟨u, v⟩γ(a), ∀ u, v ∈ Tγ(a)M.(2.1)

Below is an example of a Hadamard space.
Let R++ = {x ∈ R : x > 0} and M = (R++, ⟨·, ·⟩) be the Riemannian

manifold equipped with the inner product ⟨x, y⟩ = xy, ∀ x, y ∈ R. Since the
sectional curvature of M is zero [5], M is an Hadamard manifold. Let x, y ∈ M
and v ∈ TxM with ∥v∥2 = 1. Then d(x, y) = | lnx − ln y|, expx tv = xe

vx
t ,

t ∈ (0,+∞), and exp−1
x y = x ln y − x lnx.

A subset C ⊂ M is said to be convex if for any two points x, y ∈ C, the
geodesic γ joining x to y is contained in C. That is, if γ : [a, b] → M is a geodesic
such that x = γ(a) and y = γ(b), then γ((1 − t)a + tb) ∈ C for all t ∈ [0, 1].
A complete simply connected Riemannian manifold of non-positive sectional
curvature is called an Hadamard manifold. We denote byM a finite dimensional
Hadamard manifold. Henceforth, unless otherwise stated, we represent by C a
nonempty, closed and convex subset of M.

Definition 2.1 ([18]). Let C be a nonempty, closed and subset of M and {xn}
be a sequence in M. Then {xn} is said to be Fejèr convergent with respect to
C if for all p ∈ C and n ∈ N,

d(xn+1, p) ≤ d(xn, p).

Definition 2.2 ([34]). Let f : C → R be a geodesic convex. Let p ∈ C, then
a vector r ∈ TpM is said to be a subgradient of f at p if and only if

f(q) ≥ f(p) + ⟨r, exp−1
p q⟩, ∀ q ∈ C.(2.2)

Lemma 2.3 ([18]). Let C be a nonempty, closed and closed subset of M and
{xn} ⊂ M be a sequence such that {xn} be a Fejér convergent with respect to
C. Then the following hold:

(i) For every p ∈ C, d(xn, p) converges,
(ii) {xn} is bounded,
(iii) Assume that every cluster point of {xn} belongs to C. Then {xn}

converges to a point in C.

Definition 2.4. A mapping S : C → C is said to be
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(i) contractive if there exits a constant k ∈ (0, 1) such that

d(Sx, Sy) ≤ kd(x, y), ∀ x, y ∈ C.(2.3)

If k = 1 in (2.3), then S is said to be nonexpansive,
(ii) quasi-nonexpansive if Fix(S) ̸= ∅ and

d(Sx, p) ≤ d(x, p), ∀ p ∈ Fix(S) and x ∈ C,

(iii) firmly nonexpansive [14] if for all x, y ∈ C, the function δ : [0, 1] →
[0,∞] defined by

δ(t) := d(expx t exp
−1
x Sx, exp−1

y Sy), ∀ t ∈ [0, 1]

is nonincreasing.

Proposition 2.5 ([14]). Let S : C → C be a mapping. Then the following
statements are equivalent.

(i) S is firmly nonexpansive,
(ii) for any x, y ∈ C and t ∈ [0, 1]

d(Sx, Sy) ≤ d(expx t exp
−1
x Sx, expy t exp

−1
y Sy),

(iii) for any x, y ∈ C

⟨exp−1
S(x) S(y), exp

−1
S(x) x⟩+ ⟨exp−1

S(y) S(x), exp
−1
S(y) y⟩ ≤ 0.

Lemma 2.6 ([13]). Let S : C → C be a firmly nonexpansive mapping and
Fix(S) ̸= ∅. Then for any x ∈ C and p ∈ Fix(S), the following conclusion
holds:

d2(Sx, p) ≤ d2(x, p)− d2(Sx, x).

Proposition 2.7 ([34]). Let x ∈ M. The exponential mapping expx : TxM →
M is a diffeomorphism. For any two points x, y ∈ M, there exists a unique
normalized geodesic joining x to y, which is given by

γ(t) = expx t exp
−1
x y, ∀ t ∈ [0, 1].

For any x ∈ M and C ⊂ M, there exists a unique point y ∈ C such that
d(x, y) ≤ d(x, z) for all z ∈ C. This unique point y is called the nearest point
projection of x onto the closed and convex set C and is denoted PC(x).

Lemma 2.8 ([38]). Let C be a nonempty, closed and geodesic convex subset
of a Hadamard manifold M.

(i) For any x ∈ M, there exists a unique nearest point projection y =
PC(x). Furthermore, the following inequality holds:

⟨exp−1
y x, exp−1

y z⟩ ≤ 0, ∀ z ∈ C.

(ii) PC :M → C is a firmly nonexpansive mapping. Therefore from Lemma
2.6, we have

d2(y, p) ≤ d2(x, p)− d2(y, x), ∀ x ∈ M and p ∈ C.
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The next lemma presents the relationship between triangles in R2 and geo-
desic triangles in Riemannian manifolds (see [11]).

A function h : M → R is said to be geodesic if for any geodesic γ ∈ M, the
composition h ◦ γ : [u, v] → R is convex, that is,

h ◦ γ(λu+ (1− λ)v) ≤ λh ◦ γ(u) + (1− λ)h ◦ γ(v), u, v ∈ R, λ ∈ [0, 1].

Lemma 2.9 ([22]). Let x0 ∈ M and {xn} ⊂ M be such that xn → x0. Then,
for any y ∈ M, we have exp−1

xn
y → exp−1

x0
y and exp−1

y xn → exp−1
y x0.

The following propositions (see [18]) are very useful in our convergence anal-
ysis:

Proposition 2.10. Let M be a Hadamard manifold and d : M ×M :→ R be
the distance function. Then the function d is convex with respect to the product
Riemannian metric. In other words, given any pair of geodesics γ1 : [0, 1] →M
and γ2 : [0, 1] →M , then for all t ∈ [0, 1], we have

d(γ1(t), γ2(t)) ≤ (1− t)d(γ1(0), γ2(0)) + td(γ1(1), γ2(1)).

In particular, for each y ∈ M , the function d(·, y) : M → R is a convex
function.

Proposition 2.11. Let M be a Hadamard manifold and x ∈ M. The map
Φx = d2(x, y) satisfying the following:

(1) Φx is convex. Indeed, for any geodesic γ : [0, 1] → M, the following
inequality holds for all t ∈ [0, 1] :

d2(x, γ(t)) ≤ (1− t)d2(x, γ(0)) + td2(x, γ(1))− t(1− t)d2(γ(0), γ(1)).

(2) Φx is smooth. Moreover, ∂Φx(y) = −2 exp−1
y x.

Definition 2.12. Let M be a Hadamard manifold. A mapping S : M → M is
said to be demiclosed at 0 if for any sequence {xn} inM such that limn→∞ xn =
p and limn→∞ d(xn, Sxn) = 0, then Sp = p.

Proposition 2.13 ([23]). Let S : C → M be a nonexpansive mapping defined
on a closed convex set C ⊆ M . Then the fixed point set Fix(S) is closed and
convex.

We need the following results to solve GEP (1.4).

Lemma 2.14 ([31]). Let C be a nonempty, closed and convex subset of a
Hadamard manifold M. Let ψ : C → TM be a single-valued monotone vector
field and F : C × C → R be a bifunction such that F (x, x) = 0 satisfying

(L1) F is monotone. That is, F (x, y) + F (y, x) ≤ 0 for all x, y ∈ C.
(L2) For all x ∈ C, F (x, ·) is convex.
(L3) There exists a compact subset K ⊂ C containing u0 ∈ K such that

F (x, u0) + ⟨ψx, exp−1
x u0⟩ < 0 whenever x ∈ C \K.

Then, the GEP (1.4) is solvable.



428 H. A. ABASS AND O. K. OYEWOLE

The result stated below describes some properties of the resolvent operator
of GEP (1.4) as follows:

Lemma 2.15 ([31]). Let F : C×C → R be a bifunction satisfying assumptions
(L1)-(L3), ψ : C → TM be a mapping. For r > 0, define a set-valued mapping
TF,ψr : C → 2C by

TF,ψr (x) =

{
z ∈ C : F (z, y) + ⟨ψz, exp−1

z y⟩ − 1

r
⟨exp−1

z x, exp−1
z y⟩ ≥ 0

}
,

∀ y ∈ C and x ∈ M.

Then, there hold

(i) TF,ψr is single-valued,
(ii) TF,ψr is firmly nonexpansive,
(iii) Fix(TF,ψr ) = GEP (F,ψ),
(iv) GEP (F,ψ) is closed and convex,
(v) let 0 < r ≤ s, then for all x ∈ C,

d(x, TF,ψr x) ≤ 2d(x, TF,ψr x),

(vi) for all x ∈ C and p ∈ Fix(TF,ψr ),

d2(p, TF,ψr x) + d2(x, TF,ψr x) ≤ d2(x, p).

3. Main result

In this section, we introduce a shrinking method for solving a finite family
of generalized equilibrium problem and fixed point problem of nonexpansive
mapping in Hadamard manifolds. We state and prove our convergence result:

Theorem 3.1. Let C be a nonempty, closed and convex subset of a Hadamard
manifold M. For j = 1, 2, . . . , N , let ψj : C → TM be a monotone vector field
and Fj : C × C → R such that Fj(x, x) = 0 for all x ∈ C be a bifunction
satisfying conditions (L1)-(L3). Let S : C → C be a nonexpansive mapping

such that Ω := Fix(S)
⋂ N⋂
j=1

GEP (Fj , ψj) ̸= ∅. For arbitrary x1 ∈ M and

C1 = M, let {xn} be defined iteratively by

yjn = T
Fj ,ψj
rn xn, j = 1, 2, . . . , N ;

un ∈ {yjn, j = 1, 2, . . . , N} such that d(un, xn) = max
1≤j≤N

d(yjn, xn);

wn = expun
(1− βn) exp

−1
un
Sun;

Cn+1 = {v ∈ Cn : d(wn, v) ≤ d(xn, v)};
xn+1 = PCn+1x1, ∀ n ≥ 1,

(3.1)

where the sequences {rn} ∈ (0,∞) and {βn} ∈ (0, 1) satisfying the following

(i) 0 < a ≤ βn ≤ b < 1 for some a, b > 0 for all n ≥ 1,
(ii) 0 < r ≤ rn,
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then the sequence {xn} converges to an element p ∈ Ω.

Proof. We divide the proof into several steps as follows:
Step 1: We show {xn} is well-defined for every n ∈ N.
From Theorem 3.1, it can be seen that C1 = M, thus it is closed and geodesic
convex. Suppose that for some n ≥ 2, Cn is a closed and geodesic convex
subset in M. Also, we have from Lemma 2.15(iv) and Proposition 2.13 that⋂N
j=1GEP (Fj , ψj) and Fix(S) are closed and geodesic convex subsets in M.

Therefore, the solution set Ω is closed and geodesic convex in M. Now, since
v 7−→ d(x, v) is a geodesic convex function, thus, the set Cn+1 defined by

Cn+1 := {v ∈ Cn : d(wn, v) ≤ d(xn, v)}

is a geodesic convex subset in M. Let q ∈ Ω, then we can re-write wn defined
in (3.1) as wn = γ1n(1 − βn), where γ

1
n : [0, 1] → M is a sequence of geodesic

joining un to Sun. By applying the nonexpansive property of S, we have that

d(wn, q) = d(γ1n(1− βn), q)

= βnd(γ
1
n(0), q) + (1− βn)d(γ

1
n(1), q)

= βnd(un, q) + (1− βn)d(un, q)

≤ βnd(un, q) + (1− βn)d(Sun, q)(3.2)

= d(un, q).(3.3)

Also from (3.1) and Lemma 2.15, we have

d(yjn, q) = d(TFj ,ψj
rn xn, q) ≤ d(xn, q).(3.4)

This implies that

d(un, q) = max
1≤j≤N

d(yjn, q) ≤ d(xn, q).(3.5)

Hence, we conclude from (3.3) and (3.5) that

d(wn, q) ≤ d(xn, q).(3.6)

This shows that q ∈ Cn+1, ∀ q ∈ Ω and since Cn is a nonempty, closed and
geodesic convex subset in M, it follows that Ω ⊂ Cn+1 ⊂ Cn for each n ≥ 1.
Therefore PCn+1x1 is well-defined for every x1 ∈ C and the sequence {xn} is
well-defined.
Step 2: Next, we prove that {xn} is bounded and limn→∞ d(xn, x1) exists.
We have established in Step 1 that Ω is a nonempty, closed and geodesic convex
subset in M. Then there exists a unique w ∈ Ω such that w = PΩx1. Since
xn = PCn

x1 and xn+1 ∈ Cn+1 ⊂ Cn for all n ∈ N, we get

d(xn, x1) ≤ d(w, x1), ∀ n ∈ N and

d(xn, x1) ≤ d(xn+1, x1), ∀ n ∈ N.
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Therefore, d(xn, x1) is bounded and it follows that {xn} is bounded. Conse-
quently, {yjn}, j = 1, 2, . . . , N , {un} and {wn} are bounded. Hence,

lim
n→∞

d(xn, x1)

exists.
Step 3: We prove that the sequence {xn} is a Cauchy sequence in M and
limn→∞ xn = p. From the construction of Cn, it is clear that xm = PCm

x1 ∈
Cm ⊂ Cn for m > n ≥ 1. By Lemma 2.8(ii), we have that

d2(xn, xm)=d2(PCn
x1, xm)≤d2(x1, xm)−d2(xn, x1) → 0 as n,m→ ∞.(3.7)

Since limn→∞ d(xn, x1) exists, it follows that {xn} is a Cauchy sequence. By
the completeness of M and closedness of C, there exists an element p ∈ C such
that limn→∞ xn = p ∈ M.
Step 4: We next show that limn→∞ d(yjn, xn) = 0 = limn→∞ d(un, Sun).
From (3.7), we have

lim
n→∞

d(xn+1, xn) = 0.(3.8)

Since xn+1 ∈ Cn+1 ⊂ Cn, we have from Proposition 2.11, (3.5) and Lemma
2.15(vi) that

d2(wn, q) = d2(γ1n(1− βn), q)

≤ (1− βn)d
2(γ1n(0), q) + βnd

2(γ1n(1), q)− βn(1− βn)d
2(γ1n(0), γ

1
n(1))

= (1− βn)d
2(un, q) + βnd

2(Sun, q)− βn(1− βn)d
2(un, Sun)

≤ (1− βn)d
2(un, q) + βnd

2(un, q)− βn(1− βn)d
2(un, Sun)

= d2(un, q)− βn(1− βn)d
2(un, Sun)(3.9)

≤ d2(yjn, q)− βn(1− βn)d
2(un, Sun)

≤ d2(xn, q)− d2(yjn, xn)− βn(1− βn)d
2(un, Sun).(3.10)

But, from the definition of Cn+1, we obtain that

d(wn, xn+1) ≤ d(xn, xn+1) → 0 as n→ ∞,(3.11)

which implies that

d(wn, xn) ≤ d(wn, xn+1) + d(xn, xn+1) → 0 as n→ ∞.(3.12)

Thus, we obtain from (3.10) that

d2(yjn, xn)− βn(1− βn)d
2(un, Sun)

≤ d2(xn, q)− d2(wn, q)

=
(
d(xn, q)− d(wn, q)

)(
d(xn, q) + d(wn, q)

)
≤ d(xn, wn)

(
d(xn, q) + d(wn, q)

)
→ 0 as n→ ∞.(3.13)

Using condition (i) of (3.1), we obtain that

lim
n→∞

d(un, Sun) = 0 = lim
n→∞

d(yjn, xn).(3.14)
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It is obvious from (3.14) that

lim
n→∞

d(un, xn) = 0.(3.15)

By replacing q with un in (3.2) and applying (3.14), we have

d(wn, un) ≤ βnd(un, un) + (1− βn)d(Sun, un) → 0 as n→ ∞.(3.16)

From (3.15) and (3.16), we get

d(wn, xn) ≤ d(wn, un) + d(un, xn) → 0 as n→ ∞.(3.17)

Step 5: We show that p ∈ Ω.

Since T
Fj ,ψj
rn , j = 1, 2, . . . , N , is nonexpansive and demiclosed at 0, we have

from (3.14) that p ∈ Fix(T
Fj ,ψj
rn ) =

⋂N
j=1GEP (Fj , ψj). Similarly, from (3.14),

we obtain that p ∈ Fix(S). Thus, we conclude that p ∈ Ω.
Step 6: Finally, we show that p = PΩx1.
We know that xn = PCnx1 and Ω ⊂ Cn, then it follows from Lemma 2.8(i)
that

⟨exp−1
xn
x1, exp

−1
xn
x∗⟩ ≤ 0, ∀ x∗ ∈ Ω.(3.18)

By taking n→ ∞ in (3.18), we get

⟨exp−1
p x1, exp

−1
p x∗⟩ ≤ 0, ∀ x∗ ∈ Ω.(3.19)

This implies that p = PΩx1 as required. □

We now state some of the consequences of our result.

Corollary 3.2. Let C be a nonempty, closed and convex subset of a Hadamard
manifold M. For j = 1, 2, . . . , N , let ψj : C → TM be a monotone vector field
and Fj : C × C → R such that Fj(x, x) = 0 for all x ∈ C be a bifunction

satisfying conditions (L1)-(L3). Assume that Ω :=
⋂N
j=1GEP (Fj , ψj) ̸= ∅.

For arbitrary x1 ∈ M and C1 = M, let {xn} be defined iteratively by
yjn = T

Fj ,ψj
rn xn, j = 1, 2, . . . , N ;

un ∈ {yjn, j = 1, 2, . . . , N} such that d(un, xn)= max
1≤j≤N

d(yjn, xn);

Cn+1 = {v ∈ Cn : d(un, v) ≤ d(xn, v)};
xn+1 = PCn+1x1, ∀ n ≥ 1,

(3.20)

where the sequences {rn} ∈ (0,∞) and {βn} ∈ (0, 1) satisfying the following

(i) 0 < r ≤ rn,

then the sequence {xn} converges to an element p ∈ Ω.

Corollary 3.3. Let C be a nonempty, closed and convex subset of a Hadamard
manifold M. For j = 1, 2, . . . , N , let ψ : C → TM be a monotone vector field
and F : C × C → R such that F (x, x) = 0 for all x ∈ C be a bifunction
satisfying conditions (L1)-(L3). Let S : C → C be a nonexpansive mapping
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such that Ω := Fix(S)
⋂
GEP (F,ψ) ̸= ∅. For arbitrary x1 ∈ M and C1 = M,

let {xn} be defined iteratively by
yn = TF,ψrn xn;

wn = expun
(1− βn) exp

−1
yn Syn;

Cn+1 = {v ∈ Cn : d(wn, v) ≤ d(xn, v)};
xn+1 = PCn+1

x1, ∀ n ≥ 1,

(3.21)

where the sequences {rn} ∈ (0,∞) and {βn} ∈ (0, 1) satisfying the following

(i) 0 < a ≤ βn ≤ b < 1 for some a, b > 0 for all n ≥ 1,
(ii) 0 < r ≤ rn,

then the sequence {xn} converges to an element p ∈ Ω.

4. Numerical example

We now present a numerical examples on Hadamard manifolds to illustrate
the convergence of our Algorithm (3.1).

Let M = R++ = {x ∈ R : x > 0} and (M, ⟨·, ·⟩) be the Riemannian
manifold and ⟨·, ·⟩ the Riemannian metric defined by ⟨p, q⟩ = 1

x2 pq for all vectors
p, q ∈ TxM . The tangent space at x ∈ M denoted TxM = R. Furthermore,
the parallel transport is the identity mapping on the tangent bundle TM . The
Riemannian distance d :M ×M → R+ is given by

d(x, y) =

∣∣∣∣ln xy
∣∣∣∣ , ∀ x, y ∈M.

Then, (M, ⟨·, ·⟩) is a Hadamard manifold and the unique geodesic γ : R → M
starting from γ(0) = x such that γ′(0) = v ∈ TxM is defined by γ(s) = xe

sv
x .

Thus, expx sv = xe
sv
x and the inverse exponential map exp−1

x y = γ′(0) =
x ln y

x . Let C = (0,+∞) be a geodesic subset of R++, ψj : C → TM be
single valued vector fields defined by ψj(x) =

x
2j lnx and Fj : C × C → R be

a bifunction defined by Fj(x, y) = − 1
2j ln

y
x , ∀j = 1, . . . , N , x ∈ C. Then by

Lemma 2.15, there exists z ∈ C such that

0 ≤ Fj(z, y) + ⟨Aj(z), exp−1
z y⟩ − 1

r
⟨exp−1

z x, exp−1
z y⟩, ∀ j = 1, 2, . . . , N.

By simple calculation, we obtain that

z = exp

(
2j lnx+ r

2j + r

)
.

Next, we define the mapping S : C → C by S(x) = x. We find that Ω is
nonempty since e ∈ Ω. Let βn = n

7n+3 and rn = n
3n+2 and choose d(xn+1, xn) ≤

ϵ as the stopping criterion, where ϵ = 10−4. We plot the graph of {xn}. We
also plot the graph of errors. The result of this experiment is presented in
Figure 1.
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Figure 1. Left: xn against number of iteration; Right: errors
against number of iteration.

5. Conclusion

We have studied a common solution of a finite family of generalized equilib-
rium problem and fixed point problem of a nonexpansive mapping on Hadamard
manifolds. Using a shrinking projection algorithm, we prove that the sequences
generated by our algorithm converges to a solution of finite family of general-
ized equilibrium problem and fixed point problem of a nonexpansive mapping.
Lastly, we presented a numerical example to show the performance of our al-
gorithm.
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[14] C. Chong, G. López, and V. Mart́ın-Márquez, Iterative algorithms for nonexpansive

mappings on Hadamard manifolds, Taiwanese J. Math. 14 (2010), no. 2, 541–559. https:

//doi.org/10.11650/twjm/1500405806
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