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Abstract 

With the rapid development of Internet of Things (IoT) and big data technology, a large amount of data will be 

generated during the operation of related industries. How to classify the generated data accurately has become 

the core of research on data mining and processing in IoT industry chain. This study constructs a classification 

model of IoT industry chain based on improved random forest algorithm and text analysis, aiming to achieve 

efficient and accurate classification of IoT industry chain big data by improving traditional algorithms. The 

accuracy, precision, recall, and AUC value size of the traditional Random Forest algorithm and the algorithm 

used in the paper are compared on different datasets. The experimental results show that the algorithm model 

used in this paper has better performance on different datasets, and the accuracy and recall performance on four 

datasets are better than the traditional algorithm, and the accuracy performance on two datasets, P-I Diabetes 

and Loan Default, is better than the random forest model, and its final data classification results are better. 

Through the construction of this model, we can accurately classify the massive data generated in the IoT 

industry chain, thus providing more research value for the data mining and processing technology of the IoT 

industry chain. 
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1. Introduction 

The Internet of Things (IoT) industry chain can be subdivided into four segments: marking, sensing, 

information transmission, and data processing. Among which, data mining technology in the data 

processing segment is the focus of current research in the IoT industry chain [1]. From the sensing layer 

to the application layer of IoT, the type and quantity of various information increase exponentially. And 

the amount of data to be analyzed increases exponentially. How to dig out the hidden information and 

effective data information from the huge amount of data in a timely manner poses a great challenge to 

the data processing workers [2]. The rapid development of information technology has led to the 

explosive growth of data in the IoT and big data industries. Intelligent algorithm and mining technology 

are applied to data classification problems and advantage modeling of data classification. They cannot 

only better mine the information behind the data, but also promote the development of the IoT industry 

and big data [3]. The traditional random forest (RF) algorithm does not perform data prediction and 
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classification well in the face of many data features and unbalanced data samples [4]. Therefore, the study 

optimizes the traditional RF algorithm based on its voting method and reallocates the weights according 

to the classification performance of the classifier. And an optimized RF algorithm is proposed, aiming to 

improve the drawbacks of the traditional algorithm in data classification, so as to better explore various 

hidden information behind the big data of the IoT industry chain. 

 

 

2. Related Works 

The IoT is a new large-scale information carrier that aims to interconnect all common objects that can 

exercise independent functions through a network. The development of the IoT had led to a gradually 

large IoT industry chain system, and the development of various IoT industries was accompanied by the 

generation of many big data [5]. Supervised learning methods represented by random forests had a good 

performance in data classification and regression, and were widely used in various fields [6]. To 

investigate the relationship between the diversity of pore types and multi-scale characteristics of 

carbonate rocks and permeability, Zhang and Cai [7] designed three permeability prediction schemes by 

combining BP neural network and RF algorithm. And the experimental results showed that the method 

has better generalization ability. And it could be a reliable permeability prediction method for carbonate 

rocks. In order to have a more objective and accurate diagnosis of Alzheimer’s disease, Yang et al. [8] 

applied the recurrent RF to the diagnosis of patients with mild cognitive impairment. The results showed 

that the screened imaging biomarkers could be used as a basis for diagnosis and the RF could also help 

healthcare professionals to diagnose the condition effectively. Pasinetti et al. [9] suggested a machine 

learning-based method for classifying user gait stages, in which the main method used was the Sigma-z 

RF classifier. The classifier was able to provide information on the classification of gait stages by taking 

into account the uncertainty associated with each feature set. The method was tested and found to have 

an average classification accuracy of 87.3%, outperforming the traditional RF classifier [9]. Yang et al. 

[10] used the RF for feature determination within the model. The stability and diagnostic properties of 

the RF model were evaluated and tested. It showed that the RF was able to determine relevant features 

well with an accuracy of 91.3% and a test sensitivity of 88.9%. Considering the differences in individual 

thermal sensations, a thermal sensation model based on the RF classification algorithm was investigated 

by Li et al. [11]. This model was on the basis of satisfying various factors such as passenger temperature 

comfort and energy consumption. The performance of the model was tested and found to have good 

functionality for intelligent temperature control selection. 

From the above studies, it was clear that many data classification algorithms had been proposed and 

widely used in various fields [12]. The RF algorithm, represented by its excellent learning ability and 

classification capability, had a crucial role in the analysis and diagnosis of medical data [13]. The research 

and development of data mining technology was closely related to the future development of IoT industry 

clusters, which were characterized by a wide range of data types and complexity. The research content 

of this thesis would optimize the traditional RF algorithm and its advantages would be used in data 

classification to achieve the goal of mining and classification of IoT industry chain big data. 



Zhimin Wang 

 

J Inf Process Syst, Vol.20, No.2, pp.215~225, April 2024 | 217 

3. Research on the Classification Method of IoT Big Data Industry 

Chain based on IRF Algorithm and Text Analysis 

3.1 Key Methodological Design for IoT Big Data Industry Chain Analysis 

As the third revolution of information science and technology industry, IoT aims to achieve 

interconnection between all common physical objects. The IoT industry chain can be subdivided into 

four links: identification, sensing, information transmission, and data processing. The core technologies 

of each link mainly include radiofrequency identification technology, sensing technology, network and 

communication technology, data mining, and fusion technology. With the development and innovation 

of IoT and computer technology, IoT is also widely used in various fields, such as urban public safety, 

industrial production, environmental monitoring, health detection, smart home, etc. In information 

transmission between things and things, it not only generates a large amount of data, but also makes the 

big data industry and IoT industry gradually cross-pollinate [14,15]. In order to explore the deep value 

behind these data, the study first analyzes the IoT big data industry chain and classifies its industry data 

by using relevant integrated learning algorithms, and finally constructs the IoT big data industry chain 

classification model. The constructed model is used in practical situations to assist the relevant staff to 

complete the efficient classification of the IoT industry chain big data, so as to make full use of the value 

of all kinds of data. 

Data mining technology has developed into a number of mature and diverse classification algorithms. 

Among them, decision trees are widely used in classification problems because of their high classification 

accuracy, high model efficiency, strong data processing capability and fast operation. The ID3 algorithm, 

the earliest decision tree algorithm, operates by selecting the optimal partitioning attribute through 

information gain at each node of the decision tree [16]. The degree of reduction in uncertainty of similar 

information for a given feature is called information gain ����. 

 

���� = − �  

�

���

�� log�����. (1) 

 

The calculation of the information gain is shown in Eq. (1). � denotes the set of samples, and �� 

denotes the samples proportion of type � in the set �. 
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��� log������. (2) 

 

Eq. (2) shows the calculation of empirical conditional entropy. 
 denotes the branch nodes obtained 

by dividing the feature values into sample sets, |�| denotes the weight of each branch node, and |��| 
denotes the information entropy of each branch node. 

 ���_�����, 
� = ���� − ���|
�. (3) 

 

Eq. (3) shows the formula for calculating the information gain based on the discrete features that divide 

the branch node dataset �. Since the ID3 algorithm is prone to bias in selecting features that take more 

values in the information gain calculation, the C4.5 decision tree algorithm is used for improvement. 
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Eq. (4) is an optimization of the information gain calculation using the C4.5 decision tree algorithm. �	(�) denotes the entropy of the sample set with respect to the discrete features. 
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���
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Eq. (5) is the formula for calculating entropy. According to its formula, the criterion for optimal feature 

classification is to select the feature with the highest rate of information yield. The decision tree algorithm 

does not require normalization of the data. It is easy to understand and easy to operate, and can handle 

both category and data features. Currently, many different integration algorithms have been derived based 

on different decision tree integration strategies, such as the RF based on the bagging method [17]. It 

consists of three main parts: bagging, decision tree construction, and out-of-bag estimation [18,19]. The 

sample instances belong to the bagging part, while the voting and the final structural analysis belong to 

the out-of-bag estimation part. Given a dataset �, the data is divided into � tuples and � attributes. 

 

� = ���� ��� ⋯ ��
 ����� ��� ⋯ ��
 ��

⋮ ⋮ ⋱ ⋮ ⋮��� ��� ⋯ ��
 ��

�. (6) 

 

Eq. (6) is an expression for a given dataset. Assuming that the RF model has � single classifiers, the 

decision trees is set as �� , � = (1,2, … , �). Bagging is done by taking the ith decision tree from the dataset � and labeling the lth tuple in a put-back manner. In RF, the splitting criterion is usually the Gini index. 
 

�� ���� = 1 − �

���

��
�. (7) 

 

In Eq. (7), �� represents the probability of drawing a tuple from the dataset �. Dividing the dataset into 

two subsets, the Gini index is calculated as shown in (8): 
 ���	��� =

|��||�| ������� +
|��||�| �������. (8) 

 

In Eq. (8), 
 represents the splitting attribute. �� and �� are two subsets of the dataset �, respectively. 

The optimal splitting criterion for each node is obtained by solving for the minimum value of the Gini 

index of the node. The sample � to be tested is fed into the model, and the final result of the corresponding 

classification sequence is shown in Eq. (9): 

 � = ���(�), ��(�), ⋯ ��(�) . (9) 
 

The RF makes a decision by counting the results of each decision tree to make a final prediction. The 

plurality of the predicted results is generally chosen as the final result. 
 

�(�) = arg max �����(�) = !�.

�

���

 (10) 
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In addition to this, the average method can be used to select the mean of the predicted classification 

results as the final classification result. The formula is shown in (11): 
 

���� = 1

��
�

���

�����. (11) 

 

The overall performance of the traditional RF algorithm is defined by the categorization performance 

of each decision tree and the diversity of the forest. The better the performance of the decision trees and 

the lower the correlation between them, the better the performance of the RF. The training subset obtained 

by the traditional sampling method is prone to problems, such as unbalanced data features and poor data 

classification when features in the dataset is large. Considering that, the RF will be further improved in 

the following. 

 

3.2 IoT Big Data Industry Chain Classification Model Construction based on IRF 

Algorithm and Text Analysis 

The overall performance of the traditional RF algorithm is determined by the classification perfor-

mance and forest diversity of each decision tree. The better the performance of the decision trees and the 

lower the correlation between them, the better the performance of the RF algorithm. When the number 

of features in the dataset is large, the training subset obtained by the traditional sampling method is prone 

to the problems of unbalanced data features and poor data classification. To solve the problems of 

traditional random forest algorithm, the study tries to optimize it and use the IRF algorithm in the 

classification of big data of IoT industry chain. 

In the traditional voting session of the RF algorithm, the plurality or average of the predicted classi-

fication results is usually selected as the final classification result [20]. Such a classification approach 

does not take into account the existence of different classification performance among individual decision 

trees, resulting in some differences in the classification results. In this study, an IRF algorithm with 

optimized voting weights is proposed to optimize the traditional RF algorithm. The way to optimize the 

voting weights is to reallocate the weights based on the different categorization performance of the 

classifiers. The performance of the classifier in the test sample set of the training sample set is used as a 

specific score indicator, and this score indicator is used as the weight of each classifier in the voting 

session. The improved voting weights are calculated as shown in Eq. (12): 

 "#�$ℎ���� =
%#�&�'���∑ %#�&�'����
���

. (12) 

 

Eq. (12) is the formula for calculating the optimized voting weight based on the mean value of the 

classification evaluation index. Where ) denotes the number of base classifiers and %#�&�'��� denotes 

the mean value of the performance metric of base classifier �. The optimized weight calculation is applied 

to the algorithm by setting the input training set, test set, number of features and base classifiers to �, �, *, and ), respectively. The output classification result is �(�). )�� means positive samples in the 

training set and their percentage of the total samples ��� are calculated, and a training subset is created 

by automatic sampling input training set. 

 ��� < 10%. (13) 
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Eq. (13) is the judgment criterion for self-sampling to stop. Self-sampling is performed on the number 

of positive samples in the input training set until the above conditions are met. The performance metrics 

of each base classifier are calculated and summarized by using Eq. (12). 

 + = �ℎ�(�), ℎ�(�), ⋯ , ℎ�(�) . (14) 

 

Eq. (14) is the summary result of each base classifier. Where, ℎ�(�) is the classification result of the 

base classifier obtained using the training subset. 
 

�(�) = ,��� ���� �  

�

���

 
1

2
-�,�."#�$ℎ���� + "#�$ℎ� ���/ (15) 

 

Equation (15) is the formula for calculating the final classification result obtained by the IRF algorithm 

under the optimized weight method. Where, "#�$ℎ���� denotes the weight of base classifier �  calculated 

by the test set, and "#�$ℎ��(�) denotes the weight of base classifier � on the out-of-bag sample. Using 

Eq. (15), the results of different voting methods can be obtained, and the voting weights of each base 

classifier are combined to select the category label with the highest score as the final result. 

 

 
Fig. 1. Overall flowchart of the improved random forest model. 

 

Combining the above classifier weight-based optimization method with the traditional RF model, the 

overall flowchart of the IRF algorithm is obtained as shown in Fig. 1. As can be seen from Fig. 1, the 
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whole IRF model is divided into four parts, which are adaptive sampling, decision tree classification, 

decision tree classification performance scoring and weighted scoring. In order to better classify each 

data accurately, the study applies the text analysis module to the decision tree classification, and tries to 

further optimize the decision tree classification module by using the idea of text classification. 

 

 

4. Performance Test Results and Analysis of Classification Models 

based on IRFA and Text Analysis 

4.1 Experimental Development Environment and Data Processing 

To ensure the proper conduct of the experiment, the simulation environment for this experiment is 

shown in Table 1. In order to verify the performance of the classification model constructed in this article, 

this experiment selected four types of datasets from the Kaggle dataset, namely Ecoli, P-I Diabetes, B-

C-Wisconsin, and Loan Default Dataset. These four types of datasets cover the medical, health, and 

economic fields. These four types of datasets are preprocessed in the text analysis module using spaCy 

to delete unrelated text and merge the same text. The preprocessed text is placed into the spaCy high-

level natural language library, and the long text is matched by the PhraseMatcher in spaCy to use a 

classification model to select appropriate data for classification testing. By testing the performance of the 

model on different datasets, it is more possible to demonstrate the performance of the IoT big data 

industry chain classification model constructed in this study from different aspects. 

 

Table 1. Computer equipment information 

Name Configuration 

Graphics card GTX 1080ti 

CPU Inter Xeon E5 

GPU-accelerated library CUDA 10.0 

Memory 32 GB 

Operating system Windows 10 

Deep learning framework TensorFlow 1.8 

 

4.2 Model Performance Testing 

Firstly, the performance of the algorithm in the classification model is tested. The performance of the 

traditional RF algorithm and the IRF algorithm proposed in the study were analyzed using accuracy 

indicators. 

The accuracy performance of the different algorithmic models on each dataset is shown in Fig. 2. Fig. 

2(a)–2(d) show the four datasets of Ecoli, P-I Diabetes, B-C-Wisconsin, and Loan Default, respectively. 

Comparing the performance of RF and IRF on the four datasets. The IRF model performs better than the 

traditional RF model in terms of accuracy on all four datasets. The final accuracy of the RF model on the 

Ecoli, P-I Diabetes, B-C-Wisconsin, and Loan Default datasets is 83.78%, 68.70%, 98.01%, and 93.27%, 

respectively. The final accuracy of the IRF model on the four datasets is 83.87%, 71.28%, 98.33%, and 

93.46%, respectively. 
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(a) (b)

 
(c) (d)

Fig. 2. Accuracy performance of different models on each dataset: (a) Ecoli, (b) PI Diabetes, (c) B-C-

Wisconsin, and (D) Loan Default. 

 

4.3 Analysis of Application Results 

The classification effects of different classification models on each dataset are shown in Fig. 3. 

Comparing the classification effects of RF and IRF on the four datasets, it can be seen that the IRF model 

has better classification effects than the RF model on the Ecoli, B-C-Wisconsin, and Loan Default 

datasets. And the classification effects on the P-I Diabetes dataset are not much different from RF. The 

AUC values of IRF model on Ecoli, B-C-Wisconsin, and Loan Default datasets are larger than those of 

RF model, which are 0.942, 0.879, and 0.664, respectively. It can be seen that IRF model has better 

classification effect on IoT industry big data, and can identify different types of IoT industry data more 

accurately and classify them accurately. 

 

 

5. Discussion 

The results of this study are as follows. 

– The traditional RF algorithm is optimized, and an IRF algorithm with optimized voting weights is 

proposed. The IRF algorithm can take into account the differences between the performance of 

each decision tree, thus optimizing the classification performance. 

– A text analysis module is constructed with the spaCy high-level natural language library. And it is 

used in the decision tree classification module of the IRF algorithm to construct the final classi-

fication model. The classification model is used in IoT industry classification, and it can classify 

the data according to the pre-defined classification criteria and achieve good classification results. 
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(a) (b)

 
(c) (d)

Fig. 3. Classification results of different models on each dataset: comparison of the AUC values of (a) 

Ecoli, (b) PI Diabetes, (c) B-C-Wisconsin, and (D) Loan Default. 

 

 

6. Conclusion 

The development of the IoT and the big data industry has led to the continuous generation of various 

new data in the IoT industry chain. In the current industrial chain of the IoT, various data mining 

technologies are the focus of research. This study constructs a classification model of the IoT industry 

chain based on IRF and text analysis. The final constructed algorithm model was tested to compare the 

accuracy, recall, and AUC values of traditional RF algorithms and optimized RF algorithms on different 

datasets. The experimental results show that the IRF model outperforms other traditional models in all 

four datasets. The experimental results show that the final accuracy of the IRF model on the four datasets 

is 83.87%, 71.28%, 98.33%, and 93.46%, respectively, which is superior to the RF model. The AUC 

values of the IRF model for the three datasets were higher than those of the RF model, with values of 

0.942, 0.879, and 0.664, respectively. By applying the classification model to practical applications, data 

in the industrial chain of the IoT can be well classified. Therefore, the information behind the data can 

be mined based on different data characteristics to promote the development of the IoT industrial cluster. 

Due to the complex structure and huge system of the IoT, subsequent research needs to analyze other 

modules of the IoT industry chain, such as sensing technology, wireless transmission, and various RFID 

technologies. 
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