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Summary 
In recent years, there are extensive researches on the 
applications of machine learning to the automation and 
decision support for medical experts during disease 
detection. However, the performance of machine learning 
still needs improvement so that machine learning model 
produces result that is more accurate and reliable for disease 
detection. Selecting the hyper-parameter that could produce 
the possible maximum classification accuracy on medical 
dataset is the most challenging task in developing decision 
support systems with machine learning algorithms for 
medical dataset classification. Moreover, selecting the 
features that best characterizes a disease is another 
challenge in developing machine-learning model with 
better classification accuracy. In this study, we have 
proposed an optimized decision tree model for heart disease 
classification by using heart disease dataset collected from 
kaggle data repository. The proposed model is evaluated 
and experimental test reveals that the performance of 
decision tree improves when an optimal number of features 
are used for training. Overall, the accuracy of the proposed 
decision tree model is 98.2% for heart disease classification. 
Keywords: 
Heart disease classification, Feature selection, Chi-
squared test, Parameter tuning, optimizing decision tree. 

1. Introduction 

Heart disease is one of the deadliest disease in the 
world [1]. According to the study [1], one of the main 
reason that leads to heart disease is life style. Hence, heart 
disease is getting major focus in medical research. Early 
detection of heart disease and prediction of the likelihood 
that heart disease will affect a person is automated by using 
machine-learning algorithms. However, there is no 

machine-learning model that is in place for identification of 
heart disease with reliable accuracy. 

A preliminary literature reviews [2-19] shows that one 
of the most difficult task in machine learning is determining 
the smallest set of features that correctly characterizes the 
training data. Statistical method such as correlation analysis 
is commonly employed to find the relationship between 
features and the target class. Correlational analysis helps in 
determining potential features with better score on training 
data. However, the correlational analysis has disadvantage 
of not detecting the relationship between features, 
particularly when the features have independent 
relationship. Overall, there are limited research work on 
feature selection and the use of statistical approaches such 
as χ 2 (chi-squared) test for determining user specified 
percentile of features and their effect on the accuracy score 
of machine learning algorithm. Therefore, this study 
investigates the answers to the following research questions: 
1. How to find statistically important features for training 
decision tree on heart disease dataset to optimize the 
classification accuracy?  
2. What is the optimal numbers of features that provide 
better accuracy for decision tree on heart disease 
classification? 
 3. What is the effect of parameter tuning on the 
performance of decision tree for heart disease classification? 

2. Literature review 

This section discusses some of the research works 
on heart disease classification with machine learning 
algorithms. In [8], the authors compared the performance of 
different machine learning algorithms, such as decision tree, 
K-nearest neighbor (KNN) and support vector machine for 
heart disease classification. The comparative result on the 
performance of the decision tree, support vector machine 
and KNN appears to prove that the KNN algorithm 
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performed better for heart disease classification as 
compared to the decision tree and support vector machine. 
As showcased by the authors in their study, decision tree 
and support vector machine performed slightly the same for 
heart disease classification. The highest accuracy achieved 
by the KNN is 85%. A performance of 85% for heart 
disease classification with KNN is promising result. 
However, there is still a larger scope for improving the 
performance of machine learning algorithms for heart 
disease classification. 
In [9], the authors proposed a convolutional neural network 
based heart disease classification model. The authors 
evaluated the model on test set and result appears to prove 
that the proposed model is effective for heart disease 
classification. However, there is much scope for improving 
the accuracy of the proposed model.  
In another study [10] deep neural network, based chronic 
based heart disease diagnosis model is proposed. The 
proposed deep neural based heart disease diagnosis model 
is evaluated and result reveals that an accuracy of 83.67% 
is achieved with the model. The accuracy of the deep neural 
network appears to be acceptable for heart disease diagnosis 
although there is still larger scope for improving the 
accuracy to higher level for better classification result. A 
comparative study on the performance of logistic regression 
and artificial neural network is conducted in [11]. The result 
of performance comparison shows that logistic regression 
model performed better as compared to the artificial neural 
network. Moreover, performance analysis with accuracy 
metric shows that the predictive accuracy of logistic 
regression model is 87.6% for heart disease classification. 
In [12] applied K-nearest neighbor, artificial neural network, 
support vector machine, decision tree and logistic 
regression to heart disease dataset collected from e 
Cleveland heart disease data repository, and proposed a 
model to classify heart disease dataset. The experimental 
result on the performance test appears to prove that the 
highest classification accuracy is achieved with logistic 
regression (84% accuracy) as compared to the other 
algorithms employed in the study. The decision tree 
algorithm for heart disease dataset classification achieves 
the least accuracy (74%) as compared to the other 
algorithms. 
 

3. Research method  

This section discusses the dataset, the statistical 
methodology and the approaches for parameter tuning 
employed in this study. We have employed heart disease 
dataset collected from kaggle data repository for training a 
decision tree algorithm. The optimal feature selection 
employed the χ 2 (chi-squared) statistical methodology, for 
testing the number of features that could produce the highest 

possible accuracy for the decision tree algorithm for heart 
disease classification. For tuning the parameters, we 
employed a brute force approach; we conducted a test on 
decision tree algorithm with different parameters (Gini and 
Entropy) and then the effect on the performance of decision 
tree algorithm is analyzed for different criterion. 

 

3.1 Dataset description  

The heart disease dataset used for training the decision tree 
consists of 1025 observations. In the dataset, 499 
observations are heart disease negative and 526 are heart 
disease positive. The class distribution of heart disease 
positive (patient) and heart disease negative (healthy) 
observations is demonstrated in figure 1 and 13 features 
(described in table 1) characterize the heart disease dataset. 

 

Fig. 1  Class distribution in the heart disease dataset. 

As demonstrated in figure 1, the class distribution of the heart disease 
positive (51.3%) and heart disease negative (48.7%) classes is roughly 
balanced. Hence, there is no problem of imbalanced classification for the 
decision tree algorithm. 

Table 1: heart disease dataset feature description  

Feature  Description  

Age Age in years (Numeric, continuous value)

Sex Sex of a person, Nominal (1=Male, 
0=Female) 

Chest pain (cp) Nominal (1=typical angina, 
2=atypical angina,3=non angina pain, 

Total resting 
blood pressure 

Numerical  (continuous value in mm 
Hg on admission to the hospital) 

Cholesterol (chol) Serum cholesterol (in mg/dl) 

Fasting blood 
sugar (fbs) 

Nominal (fbs>120mg/dl (1=yes, 
0=No) 

Resting elector 
cardio graphic 

Nominal (0=Normal, 1= Having ST-T 
wave abnormality)  
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Maximum heart 
rate achieved 

Numerical (continuous value) 

Exercise induced 
angina (exang) 

Nominal (1=Yes, 0= No) 

Depression 
induced by 

Nominal (1=Yes, 0=No) 

Slope of the peak 
exercise (slope) 

Nominal (1=Up sloping, 2=Flat, 3= 
Down slopping) 

Number of major 
vessels (ca) 

Nominal (colored form 0 to 3) 

Thalassemia (thal) Nominal (0=Normal, 1= fixed defect, 
2=reversible defect, 3-Irreversible 

Target Class label, Nominal (1=patient, 
0=healthy) 

 

3.1 Correlation model  

To explore the relationship among the heart disease 
dataset features and the class label or target variable, we 
have employed Pearson correlation coefficient. 
Correlational analysis is important for identifying strongly 
correlated features to the heart disease class label or target 
variable. The correlation among heart disease dataset 
feature is demonstrated in figure 2. 

 

 

Fig. 2  Heart disease dataset feature correlation plot. 

As demonstrate in figure 2, the target feature is strongly 
correlated with chest pain (cp), the maximum heart rate 
achieved (thalach) and slope of the peak exercise (slope). 
The heart disease dataset features such as exercise-induced 
angina (exang), number of major vessels (ca) and 
thalassemia (thal) are negatively correlated to the heart 
disease class label or target variable. Whether a person is 
suffering from heart disease or not can be predicted from 
the strongly correlated feature to the class label or target 
variable in heart disease dataset. 

4. Result and discussions  

The experiment focused entirely on the effectiveness 
of decision tree model for heart disease classification. An 
experimental is carried out to test the accuracy and 
confusion matrix of decision tree model on heart disease 
classification. Moreover, the performance of decision tree 
model is on heart disease classification with different 
parameters (GNI and Entropy) and varying size of dataset 
features. Overall, result shows that the proposed decision 
tree based heart disease classification model is effective in 
detecting the heart disease. 

4.1 Correlation model  

The graph shown in figure 3, shows how cross-validation 
accuracy changes with the number of training features 
selected with chi-square test. 

 

 

Fig. 3  Accuracy vs number of features. 

We can see form figure 3, that the accuracy quickly 
improved when more features are used. In fact, the best 
accuracy is achieved with 95 of the original 1025 features 
(at the 20 percent percentile). 

4.2 Confusion matrix  

The confusion matrix is employed to test how 
effectively the proposed decision tree model predicts a 
given observation to the target class. The proposed model 
performs well on classification of heart disease as the 
number of miss-classification or classification errors are 
low as demonstrated in figure 4. 
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Fig. 4  Confusion matrix for the proposed model. 

The predicted observations by the proposed model for 10 
random experimental test are shown in figure 6. As shown 
in figure the model perfectly classified the first ten 
observations on random experimental test. 

 

5. Conclusion   

In this study, we employed grid search and chi squared 
(χ2 ) statistical approach for optimal feature selection. A 
decision tree algorithm is trained with the tuned hyper-
parameter with grid search and the optimal number of 
feature is selected with chi-squared statistics. Moreover, the 
performance of decision tree model is evaluated with 
confusion matrix and classification accuracy. Experimental 
test result appears to prove that better classification 
accuracy is achieved with Gini parameter and 95 of the 
original features available in the heart disease dataset for 
training the decision tree algorithm. Overall, classification 
accuracy of 98.5% is achieved with the optimized decision 
tree model.  
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