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Abstract 

 
In this study, preprocessings with all combinations were examined in terms of the effects on 
decreasing word number, shortening the duration of the process and the classification success 
in balanced and imbalanced datasets which were unbalanced in different ratios. The decreases 
in the word number and the processing time provided by preprocessings were interrelated. It 
was seen that more successful classifications were made with Turkish datasets and English 
datasets were affected more from the situation of whether the dataset is balanced or not. It was 
found out that the incorrect classifications, which are in the classes having few documents in 
highly imbalanced datasets, were made by assigning to the class close to the related class in 
terms of topic in Turkish datasets and to the class which have many documents in English 
datasets. In terms of average scores, the highest classification was obtained in Turkish datasets 
as follows: with not applying lowercase, applying stemming and removing stop words, and in 
English datasets as follows: with applying lowercase and stemming, removing stop words. 
Applying stemming was the most important preprocessing method which increases the success 
in Turkish datasets, whereas removing stop words in English datasets. The maximum scores 
revealed that feature selection, feature size and classifier are more effective than preprocessing 
in classification success. It was concluded that preprocessing is necessary for text 
classification because it shortens the processing time and can achieve high classification 
success, a preprocessing method does not have the same effect in all languages, and different 
preprocessing methods are more successful for different languages. 
 
 
Keywords: Natural Language Processing, Pattern Recognition, Preprocessing, 
Text Classification, Text Mining. 
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1. Introduction 

Data including various types of contents in digital environment reached enormous 
dimensions today. Textual data is one of the types of these data. Text classification is assigning 
documents to predefined classes. Web page classification [1, 2], sentiment classification [3-5], 
customer complaints classification [6, 7], spam detection [8, 9], tweet classification [10, 11] 
and other classifications [6, 12-18] are samples of text classification in digital environment. 

Text classification contains preprocessing, feature selection, feature size, term weighting, 
obtaining document vectors and classification processes, and these processes also include 
sub-processes. Researchers consider the determination of the factors which affect the 
classification recently. How more successful classifications will be made in a shorter time can 
be revealed as a result of determining key factors and improving these factors. 

Preprocessing is one of the basic steps of text classification [19]. In preprocessing process, 
one or more following steps can be included: data cleaning, tokenization, lowercase 
conversion, stemming application and/or stop words removal [1, 5, 6, 8-18, 20-28]. With 
feature selection, determination of the terms, which are going to be used in the classification 
out of the words which compose the document, with document frequency [19, 27], Chi-square 
[19, 23, 24, 27, 28], odds ratio [19, 27], mutual information [19, 23], information gain [6, 7, 9, 
19, 23, 27] or with other methods [5, 15, 19, 23, 29] is provided. With feature size, feature set 
is generally constructed by extracting the terms in equal and specific numbers from each class, 
and the feature set is matched with the document vectors. As a result of this match, document 
vectors are obtained by applying term weightings as binary [20], term frequency [20, 22], term 
frequency-inverse document frequency [4, 5, 7, 17-22, 24, 25] or other weighting methods [20, 
24, 25]. Finally, classification is made with kNN (k-Nearest Neighbors) [1, 5, 6, 9, 17, 19, 22, 
24, 25], Naive Bayes [5, 7, 8, 10, 12, 13, 17-20, 22, 27], SVM (Support Vector Machines) [1, 
5, 7-14, 17-20, 22-25, 27, 28] or other classifiers [1-3, 5-10, 12, 14-18, 20, 22, 23, 25, 26, 29]. 
Techniques which are applied in order to reveal the effects of the text classification processes 
are tested with datasets which are considered as standard datasets such as 20Newsgroups [1, 
14, 19-21, 24, 27] or Reuters-21578 [19, 20, 24, 28]; therefore, it is aimed to provide an 
opportunity in order to make a general evaluation. 

Preprocessing which is also the topic of this study varies according to the source or 
language of the document, or the analysis desired to be done [1, 6, 8-13, 20-28]. There are a 
few studies in which the preprocessing, which is applied as intermediary process in many 
studies, is taken into consideration from various perspectives. In one of these studies [28], 
classifications were made with various preprocessing methods in Turkish and English datasets 
and the following results were obtained: the highest classification was obtained with alphabetic 
tokenization as 0.971 in Turkish dataset when stop words and stemming are not applied, and 
lowercase conversion is applied, and the highest classification was also obtained with 
alphabetic tokenization as 0.989 in English dataset when stop words is not applied, and 
lowercase conversion and stemming are applied. Binary classification was done with the 
documents included in 2 Turkish datasets in the study [26] carried out to reveal the effects of 
preprocessings on text classification success. The following series of processes were 
determined as preprocessing: removing punctuation marks, lowercase conversion, deleting 
number, preposition, conjunction, money, weight and length expressions, correcting spelling 
mistakes, changing link information into url and username into usr. It was stated that applying 
preprocessing has a positive effect and preprocessing has a significant effect in the dataset 
which has more document number. Turkish document classification was done in 6-class 
balanced dataset in the study [22] which included the stages of preprocessing. Data correction 
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(correcting mistakes/hyphenated words), stop words removal and lemmatization were applied 
as preprocessing. It was observed that the classification success increases less when the data 
correction is applied, besides, it increases relatively more when the stop words are removed, 
but the classification success decreases when the lemmatization is applied. The highest 
classification was obtained as 0.918 with SVM (linear kernel) when the stop words are 
removed and the lemmatization is not applied. In the study [24] in which the preprocessing 
was applied as an intermediary process, multiclass classification was done with 1 balanced 
and 2 imbalanced English datasets. Lowercase conversion, alphabetic tokenization, stop words 
removal and stemming preprocessings were applied. It was seen that SVM (approximately 
0.965 with linear kernel) classify the documents generally better than kNN. In the text 
classification study [23], the classification was done by using 6-class imbalanced datasets 
including Arabic texts. The following preprocessing stages were applied: digits, punctuation 
marks, number, non-Arabic characters, stop words and non-useful words were deleted, some 
letters were replaced. The highest classification was obtained as 0.905 when SVM classifier 
and improved Chi-square feature selection are applied together. In other classification study 
[21], 20-class imbalanced English dataset was used. Firstly, tokenization, then stop words 
removal, and finally stemming preprocessings were applied. The highest success was obtained 
in the class having maximum documents as 0.908. 

1.1 Research Questions and Organization 
When the relevant studies are considered, it was seen that generally only one factor which 
affect the classification is taken into consideration, the interdependent effects of these factors 
were not studied in detail, and also the effects of preprocessing methods on the classification 
success in balanced and imbalanced datasets are not examined comprehensively. 

In the proposed work, it is specifically aimed to reveal the effects of preprocessing on text 
classification in balanced and imbalanced datasets. Classifications were carried out on Turkish 
and English datasets (5 datasets for each language) having different imbalance levels with all 
combinations of lowercase conversion, stemming application and stop words removal which 
are the preprocessing methods. By this way, it is aimed to find out answers for the following 
issues and to discuss the issue in detail: 

• What is the effect of preprocessing on reducing the number of discrete and total words? 
• Which preprocessing method(s) is/are more effective in text classification? 
• In which way (positive/negative) and to what extent do preprocessing methods have an 

effect on the success of text classification in balanced/imbalanced datasets? 
• How does the imbalance of datasets affect text classification success? 
• What is the classification tendency in classes with few documents? 
• Does the applied preprocessings classification success differ from language to language? 
• What are the effects of preprocessings in terms of processing time? 
• How are feature selection, feature size and classification algorithms, which are other 

factors affecting classification, affected by preprocessings? 
• Are these factors more effective in classification than preprocessings? 
• Is it necessary to apply preprocessing when evaluated in terms of processing time and 

classification success? 
The rest of this paper is organized as follows: In Section 2, the methodology is described. 

In Section 3, experimental results are provided and discussed in comparison with the literature. 
Finally, in Section 4 the study is concluded. 
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2. Methodology 
The effects of preprocessing on text classification in balanced and imbalanced datasets were 
examined in this study. 8 sub-datasets were obtained as a result of all possible preprocessing 
combinations from each dataset, and 3 feature selections, 3 feature sizes, 3 kNN (as k=3, 5, 7), 
Multinomial Naive Bayes (MNB) and SVM classifiers were applied to these sub-datasets. It 
is aimed to conduct a comprehensive study with a total of 7920 classifications obtained from 
the following classification numbers: 99 classifications with a sub-dataset, 792 classifications 
with a dataset and 3960 classifications in a language. 

As it is seen in Fig. 1, documents belong to each dataset are presented as input to the system. 
Documents are preprocessed, then the terms are determined depending on feature selection 
and feature size, and document vectors are generated by matching these terms with the 
documents. Finally, classification is obtained by applying classification algorithms to vectors. 
 

 
Fig. 1. Structure of the study 

2.1 Datasets 
Information related to 6-class datasets consisting of Turkish and English documents used in 
the study and their features are seen in Table 1 and Table 2. Turkish datasets consisting of the 
articles of newspaper columnists were labelled as T-Ds{1-5} and English datasets consisting 
of the documents of 20Newsgroups were labelled as E-Ds{1-5}. 20Newsgroups dataset is a 
20-class dataset including approximately 900 documents in each class and is frequently used 
on text classification studies. Classes which are close to T-Ds dataset in terms of subject matter 
were tried to be selected among 20Newsgroups dataset. 

Since T-Ds2 is the dataset which includes the maximum number of documents, T-Ds1, 
T-Ds3, T-Ds4 and T-Ds5 datasets were generated from this dataset for Turkish. The only 
balanced dataset is T-Ds1. The imbalanced ratio is gradually increasing from T-Ds2 to T-Ds5. 
For instance, the document number ratios of classes to total document number are in the range 
of 12.50% - 18.75% in T-Ds2, on the other hand, 1.52% - 45.69% in T-Ds5. 

Since there is not enough document in terms of number in classes of 20Newsgroups dataset, 
E-Ds datasets and T-Ds datasets were conformed in terms of proportional but not numerical 
data. For instance, the dataset which is balanced on T-Ds is also balanced on E-Ds, the 
imbalanced ratio of T-Ds datasets and same E-Ds datasets are equal. 
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Table 1. Datasets and sample numbers generated from Turkish dataset 
 

 T-Ds1 T-Ds2 T-Ds3 T-Ds4 T-Ds5 

 Training Testing Training Testing Training Testing Training Testing Training Testing 

Politics 900 300 900 300 750 250 450 150 75 25 

Education 900 300 1200 400 1050 350 900 300 525 175 

Economy 900 300 1350 450 1350 450 1350 450 1350 450 

Health 900 300 1350 450 1200 400 1125 375 720 240 

Sports 900 300 1200 400 900 300 675 225 240 80 

Life 900 300 1200 400 600 200 225 75 45 15 

Total 5400 1800 7200 2400 5850 1950 4725 1575 2955 985 

 
Table 2. Datasets and sample numbers generated from English dataset 

 

 E-Ds1 E-Ds2 E-Ds3 E-Ds4 E-Ds5 

 Training Testing Training Testing Training Testing Training Testing Training Testing 

talk.politics.mideast 450 150 450 150 375 125 225 75 38 12 

sci.crypt 450 150 600 200 525 175 450 150 262 88 

sci.space 450 150 675 225 675 225 675 225 675 225 

sci.med 450 150 675 225 600 200 562 188 360 120 

rec.sport.hockey 450 150 600 200 450 150 338 112 120 40 

soc.religion.christian 450 150 600 200 300 100 112 38 22 8 

Total 2700 900 3600 1200 2925 975 2362 788 1477 493 

 

2.2 Preprocessing 
Series of processes must be executed for documents to carry out text classification. It can be 
said that preprocessing is the first stage of this process. Preprocessing is the procedure of 
processing textual data depending on various criteria and obtaining pure text. In this process, 
there are operations such as data cleaning, tokenization, lowercase conversion, stemming 
application and stop words removal, etc. 

Data cleaning is the process of removing unnecessary ones for the study from textual data. 
Data cleaning displays differences according to data. For instance, web statements must be 
removed if they are unnecessary for the study which is going to be conducted with web 
documents or punctuation marks and unnecessary spaces which do not make contribution to 
the study must be cleaned. Tokenization is splitting text into smaller units which are called as 
tokens (words). After tokenization, texts are processed in the word level. Lowercase is the 
conversion of a word into a lowercase. Stemming is obtaining the stem of the word by 
removing affixes. Different stemming algorithms are applied for each language. As in many 
studies, for Turkish texts Zemberek stemmer [30] and for English texts Porter stemmer [31] 
was used in this study. Stop words are the words which are frequently included within texts; 
therefore, they are considered as the words which do not contribute to classification. It is stated 
that stop words have negative effect on classification success and the success will be increased 
by removing these from texts [22]. 
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Preprocessing processes applied to a dataset within the scope of the study are below: 
1 for each doc in dataset 
2 pureDoc=DataCleaning(doc) 
3 words[ ]=Tokenization(pureDoc,‘ ’) 
4 for each word in words 
5 if Lowercase 
6 word=LowercaseConversion(word) 
7 if Stemming 
8 word=StemmingApplication(word) 
9 if StopWordsRemoval 
10 if word in stopWordsList{...} 
11 continue for 
12 finalDoc=finalDoc & ‘ ’ & word 

 
In this study, all variations of preprocessing were tested with all datasets. In Table 3, the 

following marks are used respectively as:  applied and  not applied, to show how these 
variations were obtained. Moreover, LC denotes lowercase conversion, ST stemming 
application and SW stop words removal. For instance, it is stated that LCSTSW marking 
denotes that: LC not applied, ST applied and SW not applied; LCSTSW marking denotes 
that: LC applied, ST not applied and SW applied. 
 

Table 3. Applied preprocessing methods 
 

 LC ST SW 

LCSTSW    

LCSTSW    

LCSTSW    

LCSTSW    

LCSTSW    

LCSTSW    

LCSTSW    

LCSTSW    

 
Analyses of Turkish and English sentence samples which have the same meaning obtained 

depending on the preprocessings applied within the framework of the study are given in 
Table 4. Only punctuation marks were removed from the text in LCSTSW. Whereas the 
number of discrete and total word is 10 in Turkish, 14 in English. After lowercase conversion 
(for instance, LCSTSW), the same English words “Health” and “health” were processed as 
“health”. When stemming was applied (for instance, LCSTSW), Zemberek stemmer present 
the stem that it found into lowercase, on the other hand, Porter stemmer presented it as in its 
original form. For instance, while the words “Sağlık” and “sağlığına” in Turkish sentences 
were presented as only one stem “sağlık” by Zemberek stemmer, the words “Health” and 
“health” in English sentences were presented as two different stems “Health” and “health” by 
Porter stemmer. Moreover, Zemberek stemmer could not determine the roots of proper names 
converted into lower case. For instance, the word “mehmet,” which is a proper name in 
LCSTSW, could not be determined by Zemberek stemmer in terms of roots, therefore, it was 
not included in LCSTSW which is the root of the word. With the removal of stop words more 
decrease was obtained in the total word number in English compared to Turkish (for instance, 
LCSTSW). 
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Table 4. Turkish and English sentences analyses of preprocessing 
 

 
Turkish Sentences English Sentences 
Sağlık her şeyden önemli. Fakat Mehmet sağlığına hiç 
dikkat etmiyor. 

Health is more important than everything. But 
Mehmet never takes care of his health. 

LCSTSW 
Sağlık her şeyden önemli Fakat Mehmet sağlığına hiç 
dikkat etmiyor 

Health is more important than everything But 
Mehmet never takes care of his health 

LCSTSW 
Sağlık şeyden önemli Fakat Mehmet sağlığına dikkat 
etmiyor 

Health important But Mehmet takes care 
health 

LCSTSW sağlık her şey önem fakat mehmet sağlık hiç dikkat et Health is more import than everyth But 
Mehmet never take care of hi health 

LCSTSW sağlık önem mehmet sağlık dikkat et Health import Mehmet take care health 

LCSTSW 
sağlık her şeyden önemli fakat mehmet sağlığına hiç 
dikkat etmiyor 

health is more important than everything but 
mehmet never takes care of his health 

LCSTSW sağlık şeyden önemli mehmet sağlığına dikkat etmiyor health important mehmet takes care health 

LCSTSW sağlık her şey önem fakat sağlık hiç dikkat et health is more import than everyth but 
mehmet never take care of hi health 

LCSTSW sağlık önem sağlık dikkat et health import mehmet take care health 

 

2.3 Feature Selection and Feature Size 
Feature selection is the process of selecting by determining distinctive terms which represent 
the class best from training documents. CHI (Chi-Square), DF (Document Frequency) and OR 
(Odds Ratio) feature selection methods were used in this study. Feature set was generated by 
selecting 100, 250 and 500 terms from each class and matched with documents, then document 
vectors are obtained with binary weighting. If the term is found in the document, this case is 
represented with 1, if not, with 0 in vectors generated by binary weighting. Preprocessing and 
feature selection decrease the dimension of the vector; therefore, process duration is shortened. 

2.4 Classification 
Classification is made with kNN, MNB and SVM in this study. Dice (Dice Coefficient) (1), 
Euclid (Euclidean Distance) (2) and Inner (Inner Product) (3) methods which are used to 
measure the similarities between the testing document vector and training document vectors 
in kNN were tested with the values of 3, 5 and 7 k. Whether any term in Euclid exists or does 
not exist both in testing and training vectors, it has the same value. While it is an important 
issue for the term to exist in both two vectors at the same time in Inner; besides, vector lengths 
are also taken into consideration in Dice. X and Y represent vectors, i indicates term, n stands 
for total term number and d denotes similarity measurement of vectors. 
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In MNB, which is a probabilistic method, primarily, probability value is calculated for each 
class, after that, class which has the highest probability value is assigned as the class of test 
document [7, 8, 22]. Moreover, linear kernel function is preferred in SVM as a result of 
obtaining more successful results [8, 11, 22]. 
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2.5 Success Measure 
Micro-F1 and Macro-F1 scores are generally used to measure performance in text 
classification studies. In the calculation of Macro-F1 score, averages of F values obtained for 
classes are calculated and this causes to consider all classes at the same ratio. That Macro-F1 
considers class which has few documents with class that has many documents at the same level 
in imbalanced datasets can prevent performing correct evaluation in the studies especially 
carried out with highly imbalanced datasets. Since the datasets used in our study are mostly 
imbalanced, Micro-F1 (6) score is preferred in the measurement of classification performance. 
Firstly, tp (true positive), fp (false positive) and fn (false negative) values were obtained in 
order to calculate p (precision) (4) and r (recall) (5) values. Then, Micro-F1 (6) value was 
calculated with p and r values. Besides, tp denotes document number assigned to the correct 
class, fp denotes document number assigned which does not even belong to the class, fn 
denotes document number which was not assigned which even belongs to the class. 

tpp tp fp=
+  (4) 
tpr tp fn=
+  (5) 

21 p rMicro F p r
× ×− =
+  (6) 

3. Experimental Results 
In this study, lowercase conversion, application of stemming and removal of stop words which 
are the procedures of preprocessing processes, with all their combinations are tested in 1 
balanced dataset and 4 imbalanced datasets having different imbalance levels. 8 sub-datasets 
including the preprocessing combinations of each dataset were applied with their 
sub-dimensions of feature selection, feature size and classifier having different features; 
therefore, it is aimed to reveal the effects of preprocessing on text classification. 

At first, number of the discrete and the total words obtained depending on preprocessing in 
datasets were evaluated. In order to reveal the effects of preprocessing on reducing the number 
of discrete and total words, the applied preprocessings were examined with LCSTSW 
comparatively, in which preprocessing was not applied. In addition, the comparison was made 
on the TDs-2 and Eds-2 datasets having maximum documents. The results revealed that, 
except for TDs-2 and Eds-2, other datasets vary almost (more or less) depending on the 
imbalance rate of the dataset. 

The average decrease in the number of discrete words obtained as a result of preprocessing 
applied to T-Ds2 datasets in terms of % is as follows: LCSTSW 0, LCSTSW and 
LCSTSW 95, LCSTSW and LCSTSW17, LCSTSW and LCSTSW 95, and the average 
decrease in the number of total words in T-Ds2 datasets in terms of % is as follows: LCSTSW 
24, LCSTSW 5, LCSTSW 34, LCSTSW 0, LCSTSW 25, LCSTSW 7 and LCSTSW 
37. The average decrease in the number of discrete words in E-Ds2 datasets in terms of % is 
as follows: LCSTSW 0, LCSTSW 25, LCSTSW 26, LCSTSW 16, LCSTSW 17, 
LCSTSW 40, LCSTSW 41, and the average decrease in the number of total words in E-Ds2 
datasets in terms of % is as follows: LCSTSW 50, LCSTSW 5, LCSTSW 47, LCSTSW 
0, LCSTSW 50, LCSTSW 5 and LCSTSW 47. 

The differences were found out in T-Ds and E-Ds datasets in terms of the number of the 
discrete and the total words. It can be said that the language affects the results obtained. For 
instance, the number of the use of Turkish stop words are less than English stop words. Since 
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Turkish is an agglutinative language, morphemes are not used as discrete words in a sentence, 
they are used as agglutinated to the words. Turkish sentence “Bugün akşam evde kitabını 
okuyacağım.” and English sentence “I will read your book at home tonight.” have the same 
meaning. There is no stop word in this Turkish sentence, on the other hand, half of the words 
(italic ones) are stop words in English sentence. Therefore, the following decreases were 
provided in the number of total words with LCSTSW: 24% in Turkish T-Ds2 dataset and 50% 
in English E-Ds2 dataset. Besides, as a result of stemming, more decrease was found out in 
Turkish T-Ds datasets compared to English E-Ds datasets in terms of the number of the 
discrete words. Decrease in the number of the discrete words can be accepted as the indicator 
of accessing to the stems of the words better. The levels of decreases obtained as a result of 
applying LCSTSW to documents in discrete word number were as follows: 95% with 
Zemberek stemmer and 25% with Porter stemmer. The reasons for this are that Turkish and 
English languages have different structures, Zemberek, the Turkish natural language 
processing library, and Porter for English try to access stems with different algorithms. 
Zemberek stemmer determined the stem of the Turkish words “gitmek, gittim” (“gitmek”: ‘go’, 
and “gittim”: Past simple of ‘go’ as ‘went’) as one stem “git”; on the other hand, Porter 
stemmer determines as separate stems “go” and “went”. Moreover, Porter stemmer determined 
a stem for each meaningful or meaningless word included in E-Ds documents. For instance, it 
even assigned a stem for a meaningless word “AAAGGGHHH” included in a document. For 
these reasons, decrease ratio of the number of the discrete word as a result of stemming was 
higher in Zemberek stemmer compared to Porter stemmer. Duration of preprocessing 
processes were also examined and it was observed that the decrease in word number and 
processing time as a result of preprocessings display parallel results. For instance, the average 
decrease in processing duration in T-Ds2 dataset in terms of % is as follows: LCSTSW 1, 
LCSTSW 81, LCSTSW 82, LCSTSW 4, LCSTSW 5, LCSTSW 89, LCSTSW 92. 
The highest decrease in terms of duration was provided with stemming in T-Ds datasets in 
which the highest decrease was also observed in the number of total words, and stop words 
removal in E-Ds datasets. 

Information related to maximum Micro-F1 scores obtained in the classifications made with 
datasets and feature selection, feature size and classifier (kNN with k values) used in these 
classifications are given in Table 5 for T-Ds datasets and in Table 6 for E-Ds datasets. The 
most successful preprocessing methods and number of occurrences in T-Ds datasets were 
respectively as follows: LCSTSW 1, LCSTSW 3, LCSTSW and LCSTSW 1. The most 
successful preprocessing methods and number of occurrences in E-Ds datasets were 
respectively as follows: LCSTSW and LCSTSW 1, LCSTSW 2, LCSTSW 3. The way 
and number of obtaining maximum Micro-F1 scores in T-Ds datasets are as follows: CHI 51, 
DF 16, OR 4, 100 1, 250 17, 500 53, Dice 69, Inner 1, k=3 14, k=5 34, k=7 22 times. The way 
and number of obtaining maximum Micro-F1 scores in E-Ds datasets are as follows: CHI 17, 
OR 29, 100 1, 250 13, 500 32, Dice 35, Inner 11, k=3 32, k=5 7, k=7 7 times. Euclid, MNB 
and SVM were not seen in maximum scores of T-Ds datasets. DF, Euclid, MNB and SVM 
were not seen in maximum scores of E-Ds datasets. 

In summary, different results were obtained in T-Ds and E-Ds datasets and even among 
their own datasets in terms of maximum Micro-F1 scores. For instance, maximum Micro-F1 
scores in T-Ds datasets were not affected from being balanced or imbalanced dataset or the 
preprocessing applied as much as E-Ds datasets. Differences in maximum scores obtained as 
a result of preprocessing in all datasets of T-Ds were rather at the low level. For instance, 0.985 
which is the lowest maximum Micro-F1 score in T-Ds1 was obtained with LCSTSW and 
LCSTSW preprocessing methods, 0.988 which is the highest maximum Micro-F1 score in 
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T-Ds1 was obtained with LCSTSW and LCSTSW preprocessings. A case which is similar 
to the case in T-Ds1 was also occurred in maximum Micro-F1 scores in T-Ds{2-5} datasets. 

It can be said that whether applying preprocessing or not has an effect in low level (less 
than 1%) in obtaining maximum Micro-F1 score in Turkish text classification studies besides 
whether the dataset is balanced or not. But it is not right to say that for E-Ds datasets. It is 
determined that whether the dataset is balanced or not and preprocessing applied have effect 
on the results of E-Ds datasets. For instance, the lowest and highest maximum Micro-F1 scores 
and differences in E-Ds datasets are respectively as follows: in E-Ds1 0.943 LCSTSW and 
0.959 LCSTSW (1.70%), in E-Ds2 0.945 LCSTSW and 0.964 LCSTSW (2.01%), in 
E-Ds3 0.942 LCSTSW and 0.957 LCSTSW (1.59%), in E-Ds4 0.938 LCSTSW and 0.956 
LCSTSW (1.92%), in E-Ds5 0.923 LCSTSW and 0.939 LCSTSW (1.73%). 

The way of how the classification is made with the testing documents included in the 
classes having few documents was discussed, and whether the documents are assigned to the 
class close to the topic of the related class or to the class which includes more documents was 
also discussed in highly imbalanced T-Ds5 and E-Ds5 datasets. Examination is made on the 
most successful classification (0.992; LCSTSW) in T-Ds5 dataset. Life and politics are the 
two classes which have few numbers of testing documents. When the test results related to 
these two classes are examined, it is found out that 55% of the documents in life class and 43% 
of the documents in politics class are classified as correct, and also it is found out that the 
general features of the classes assigned as incorrectly are the classes which are close to the 
related classes in terms of topic. Examination is also made on the most successful classification 
(0.939; LCSTSW) in E-Ds dataset as is the case in T-Ds5. soc.religion.christian and 
talk.politics.mideast are the two classes which have few documents. According to the test 
results related to these two classes, 27% of the documents in soc.religion.christian class and 
38% of the documents in talk.politics.mideast class are classified as correct. Unlike T-Ds5, it 
is found out that the incorrect classifications are generally in the direction of the classes which 
have the highest document number, and the classifications are made in the direction of classes 
which are dominant in terms of number. 

Information related to average Micro-F1 scores obtained in the classifications made with 
preprocessing methods are given in Table 7 for T-Ds datasets and Table 8 for E-Ds datasets. 
It was seen that the maximum average Micro-F1 scores were generally obtained with 
LCSTSW (0.930) and the minimum average scores were generally obtained with LCSTSW 
(0.871) in T-Ds datasets; the maximum scores were generally obtained with LCSTSW (0.785) 
and the minimum average Micro-F1 scores were generally obtained with LCSTSW (0.742) 
in E-Ds datasets. It was determined that the minimum average Micro-F1 score (0.884) is 
obtained with balanced dataset T-Ds1; imbalanced ratio increases with the increase in 
classification success in T-Ds datasets. It was determined that the minimum average Micro-F1 
score (0.755) is obtained with balanced dataset E-Ds1; imbalanced ratio generally increases 
with the decrease in classification success in E-Ds datasets. 

According to average Micro-F1 scores of preprocessings, it was seen that success increases 
in each preprocessing, where stemming is applied, when lowercase conversion is applied on 
its own and with stop words removal, on the other hand, it was seen that success decreases 
when stop words removal is applied on its own in T-Ds datasets. It was generally seen that the 
use of double preprocessings in E-Ds datasets increases the success compared to single uses 
(more successful classifications were obtained with the following structures respectively: 
LCSTSW compared to LCSTSW and LCSTSW, LCSTSW compared to LCSTSW and 
LCSTSW, LCSTSW compared to LCSTSW and LCSTSW), and triplets are more 
successful than doubles (LCSTSW compared to LCSTSW, LCSTSW and LCSTSW). 
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Table 5. Maximum Micro-F1 scores of T-Ds and the methods utilized 
 

 T-Ds1 T-Ds2 T-Ds3 T-Ds4 T-Ds5 

LCSTSW 
0.985 
CHI-500-Dice-3 
CHI-500-Dice-5 

0.987 
CHI-500-MNB 

0.988 
CHI-500-Dice-5 
CHI-500-Dice-7 

0.992 
CHI-500-Dice-5 

0.984 
CHI-500-Dice-5 
OR-500-Dice-3 
OR-500-Dice-5 

LCSTSW 
0.986 
DF-500-Dice-5 
DF-500-Dice-7 

0.985 
CHI-250-Dice-3 
CHI-250-Dice-5 

0.987 
CHI-500-Dice-3 

0.986 
CHI-500-Dice-5 

0.987 
DF-500-Dice-3 
DF-500-Dice-5 

LCSTSW 
0.988 
CHI-500-Dice-5 

0.985 
CHI-250-Dice-5 

0.985 
CHI-250-Dice-5 
CHI-250-Dice-7 
CHI-500-Dice-5 
DF-500-Dice-7 

0.990 
CHI-100-Dice-5 
CHI-250-Dice-5 
CHI-250-Dice-7 
CHI-500-Dice-5 
CHI-500-Dice-7 

0.988 
CHI-250-Inner-5 
CHI-250-Dice-5 
OR-500-Dice-5 

LCSTSW 
0.986 
CHI-500-Dice-5 
CHI-500-Dice-7 

0.984 
DF-500-Dice-7 

0.986 
DF-500-Dice-7 

0.990 
DF-500-Dice-7 

0.991 
CHI-250-Dice-3 

LCSTSW 
0.987 
CHI-500-Dice-5 
CHI-500-Dice-7 

0.988 
CHI-500-Dice-5 

0.989 
CHI-500-Dice-7 

0.993 
CHI-500-Dice-7 

0.985 
OR-500-Dice-3 

LCSTSW 
0.988 
DF-500-Dice-5 

0.986 
CHI-500-Dice-3 
CHI-500-Dice-5 
CHI-500-Dice-7 

0.986 
CHI-500-Dice-5 
CHI-500-Dice-7 

0.989 
DF-500-Dice-3 
DF-500-Dice-5 
DF-500-Dice-7 

0.991 
DF-500-Dice-5 

LCSTSW 
0.986 
CHI-500-Dice-5 

0.986 
CHI-250-Dice-5 

0.983 
CHI-250-Dice-3 
CHI-500-Dice-3 
CHI-500-Dice-7 
DF-500-Dice-7 

0.989 
CHI-250-Dice-5 
CHI-500-Dice-5 
CHI-500-Dice-7 

0.989 
CHI-500-Dice-5 

LCSTSW 

0.985 
CHI-250-Dice-3 
CHI-500-Dice-7 
DF-500-Dice-5 

0.982 
CHI-250-Dice-3 
CHI-250-Dice-5 

0.984 
CHI-500-Dice-7 

0.991 
DF-500-Dice-7 

0.992 
CHI-250-Dice-3 

Note: The bold and underlined value indicates the maximum preprocessing value in the columns. 
 

Table 6. Maximum Micro-F1 scores of E-Ds and the methods utilized 
 

 E-Ds1 E-Ds2 E-Ds3 E-Ds4 E-Ds5 

LCSTSW 
0.953 
OR-500-Dice-3 

0.945 
OR-250-Dice-5 

0.942 
OR-500-Inner-3 

0.938 
CHI-250-Inner-3 
OR-500-Inner-3 

0.923 
OR-250-Dice-3 

LCSTSW 
0.959 
CHI-500-Dice-5 

0.957 
CHI-500-Dice-3 

0.954 
OR-500-Dice-7 

0.953 
CHI-500-Dice-3 
CHI-500-Dice-7 

0.929 
OR-500-Dice-3 

LCSTSW 
0.950 
OR-500-Inner-3 

0.949 
OR-500-Inner-3 

0.946 
OR-500-Inner-3 

0.947 
OR-500-Inner-3 

0.939 
OR-250-Dice-3 

LCSTSW 
0.952 
OR-500-Dice-5 

0.955 
CHI-250-Dice-3 
OR-500-Dice-3 
OR-500-Dice-7 

0.947 
CHI-500-Dice-7 
OR-500-Dice-7 

0.949 
OR-500-Dice-3 

0.935 
CHI-250-Dice-3 

LCSTSW 
0.951 
OR-500-Inner-3 

0.951 
OR-250-Dice-7 

0.956 
OR-500-Dice-3 

0.948 
OR-500-Inner-3 

0.938 
OR-500-Dice-3 

LCSTSW 
0.956 
OR-500-Dice-5 

0.964 
CHI-250-Dice-3 
CHI-250-Dice-5 

0.955 
OR-500-Dice-3 

0.955 
CHI-500-Dice-3 

0.939 
CHI-500-Dice-3 

LCSTSW 
0.943 
OR-500-Inner-3 

0.951 
OR-500-Inner-3 

0.947 
CHI-250-Dice-7 

0.947 
CHI-100-Dice-5 

0.934 
OR-250-Dice-5 

LCSTSW 
0.952 
OR-500-Dice-3 

0.958 
CHI-250-Dice-3 

0.957 
OR-500-Dice-3 

0.956 
CHI-500-Dice-3 

0.939 
CHI-250-Dice-3 

Note: The bold and underlined value indicates the maximum preprocessing value in the columns. 
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Table 7. Average Micro-F1 scores of preprocessing methods in T-Ds 
 

 T-Ds1 T-Ds2 T-Ds3 T-Ds4 T-Ds5  

LCSTSW 0.851 0.860 0.879 0.889 0.903 0.876 
LCSTSW 0.842 0.852 0.872 0.875 0.916 0.871 
LCSTSW 0.915 0.914 0.924 0.933 0.933 0.924 
LCSTSW 0.921 0.918 0.929 0.937 0.943 0.930 
LCSTSW 0.864 0.870 0.883 0.901 0.909 0.885 
LCSTSW 0.855 0.859 0.880 0.889 0.922 0.881 
LCSTSW 0.910 0.909 0.919 0.929 0.930 0.919 
LCSTSW 0.916 0.915 0.925 0.932 0.941 0.926 

 0.884 0.887 0.901 0.911 0.925 0.902 
Note: The bold and underlined value indicates the maximum preprocessing value in the columns. 

 
Table 8. Average Micro-F1 scores of preprocessing methods in E-Ds 

 

 E-Ds1 E-Ds2 E-Ds3 E-Ds4 E-Ds5  

LCSTSW 0.730 0.752 0.742 0.742 0.742 0.742 
LCSTSW 0.770 0.789 0.784 0.781 0.763 0.777 
LCSTSW 0.737 0.762 0.751 0.754 0.753 0.752 
LCSTSW 0.765 0.793 0.780 0.790 0.770 0.780 
LCSTSW 0.741 0.764 0.752 0.749 0.747 0.751 
LCSTSW 0.778 0.795 0.784 0.784 0.771 0.782 
LCSTSW 0.749 0.777 0.766 0.763 0.752 0.761 
LCSTSW 0.774 0.800 0.790 0.792 0.769 0.785 

 0.755 0.779 0.769 0.770 0.758 0.766 
Note: The bold and underlined value indicates the maximum preprocessing value in the columns. 

 
The average scores of the components related to the classification used in the study are 

given in Fig. 2 - Fig. 4 to display whether the preprocessings affect the classification 
performance of feature selection, feature size and classifier, and the direction of the effects if 
they affect. The following results were obtained: the lowercase conversion (--LC) in T-Ds{1-5} 
datasets does not have a significant effect on classification success; the classification success 
is increased generally when CHI, DF, OR, 100, 250, 500, Dice and Euclid are applied with 
stemming (--ST); removal of stop words (--SW) in CHI, OR, Euclid has generally a negative 
effect on success and has generally a positive effect on success in 100, Dice, Inner, MNB. The 
following results were obtained: the lowercase conversion (--LC) in E-Ds{1-5} datasets does 
not have a significant effect on classification success as is the case in T-Ds datasets; the 
classification success is increased generally when DF, OR, 250, Euclid, SVM are applied with 
stemming (--ST) but decreased in Inner; the classification success is increased generally when 
the stop words are removed (--SW) in CHI, DF, 100, 250, 500, Dice, Inner, SVM but generally 
decreased in Euclid. 

In summary, different results were obtained in the average Micro-F1 scores of 
preprocessing and other classification components in T-Ds and E-Ds datasets. Furthermore, 
the results displayed minor or major differences according to the language, the situation 
whether the dataset is balanced or not and even to imbalance level, used methods. 
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 (a) CHI (b) DF (c) OR 

   
 (d) CHI (e) DF (f) OR 
Fig. 2. Average Micro-F1 scores of preprocessings with feature selection methods in T-Ds (a - c) and 

E-Ds (d - f) 
 

   
 (a) 100 (b) 250 (c) 500 

   
 (d) 100 (e) 250 (f) 500 
Fig. 3. Average Micro-F1 scores of preprocessings with feature sizes in T-Ds (a - c) and E-Ds (d - f) 

 

   
 (a) Dice (b) Euclid (c) Inner 
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 (d) MNB (e) SVM 

   
 (f) Dice (g) Euclid (h) Inner 

  
 (i) MNB (j) SVM 

Fig. 4. Average Micro-F1 scores of preprocessings with classifiers in T-Ds (a - e) and E-Ds (f - j) 

3.1 Comparative Analysis 
In Table 9, information about dataset count, whether the dataset is balanced or imbalanced, 
which of the preprocessing methods were used or not used, feature selection, feature size, 
classification algorithms and maximum scores obtained from datasets, used in our study and 
studies in the literature are presented. 

There are studies in which the effects of the factors affecting the success of text 
classification are analyzed. In the review, in other studies, it was observed that Zemberek 
stemmer [14, 15, 18, 28] and Porter Stemmer [14, 20, 28] were preferred for stemming; 
Chi-Square [14, 28] and Odds Ratio [14] for feature selection and kNN [5, 17, 24, 25], MNB 
[18, 20] and SVM [5, 14, 17, 18, 20, 25, 27, 28] for feature selection as in this study.  

Preprocessing, which is the focus of this study, has been defined in a variety of ways in the 
literature, such as the fact that it is one of the most crucial and fundamental aspects of text 
classification [14, 16, 19, 28], removes unnecessary data before analysis [5] and is used to 
enhance the quality of data in the classic machine learning algorithm for text classification 
[18]. It can be said that lowercase conversion, stemming, and stop word removal [5, 14-18, 28] 
are the most popular preprocessing techniques, even though the same preprocessing is not used 
in every classification study. As also obtained from our study; it was reported in studies that 
there is no certain preprocessing method that is successful in all languages [28], preprocessing 
is necessary for text classification, it increases the classification success, the effect of each 
preprocessing is not the same, and the preprocessing steps differ from language to language 
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[14, 15] and classifiers are affected from preprocessing [14]. However, there is also study 
expressing that preprocessing methods do not have a significant effect on classification [5, 14]. 
According to the findings obtained within the scope of our study, it should be noted that this 
is true in terms of the highest Micro-F1 scores, but not true in terms of the average Micro-F1 
scores. 

It has been emphasized that when the results are examined in terms of preprocessing 
techniques, it is impossible to enunciate whether the stop words removal and lemmatization 
(stemming) processes have a positive or negative impact on the results because this may vary 
depending on the language, classifier, and dataset [17]. It has been explained that the 
appropriate combination of preprocessings performed depending on the language will increase 
the success, otherwise, it may decrease it, however, the preprocessing steps are as important 
as feature extraction, feature selection and classifier [28]. While it was expressed that 
stemming in one dataset increases the classification, although immediately not apparent, in 
another dataset, more successful classifications are made with lowercase conversion and stop 
words removal, and combination preprocessing methods are more successful than singles and 
preprocessing effects may differ according to the dataset [5], whereas in another study it was 
stated stemming reduces success [16]. 

As in our study, the most effectual preprocessing method for reducing the number of 
discrete words for Turkish and English is stemming [14]. Again, in our study, the highest 
classification was acquired for Turkish as 0.993 and for English as 0.964. In studies in the 
literature, it is observed that the success is 0.781 [14], 0.920 [18] and 0.935 [15] in Turkish 
datasets, and 0.799 [16], 0.961 [5] and 0.980 [14] in datasets in other languages. It was 
observed that the highest Turkish news classification was obtained with alphabetic 
tokenization and when lowercase conversion and stemming are applied, and stop words 
removal is not applied with SVM as 0.806 [28]; in another study in two different datasets, 
among classic machine learning algorithms with SVM as 0.952 and 0.918, and in Pre-trained 
language models with BERT model as 0.963 and 0.960 was achieved [17]; and in another 
study it was acquired as 0.781 with SVM when stop words removal was applied but stemming 
was not [14]. It was determined that the highest English news classification with lowercase 
conversion and stemming are applied, and alphabetic tokenization and stop words removal is 
not applied with SVM as 0.872 [28]; in another study obtained as 0.980 with Decision Tree 
when stemming was applied and stop words removal was not [14]. When compared these 
values to other studies, our classifications are more successful for Turkish classification and 
closely align with English classification. As in our study, it was observed that preprocessing 
did not have a positive effect on Turkish, but it had a significant contribution on English [14]. 
On the other hand, research has shown that updated/developed methods outperform classic 
machine learning algorithms [5, 17, 18]. To determine whether or which preprocessing 
method(s) is required, consideration should also be given to the language, document type, 
feature selection, feature size, and classifier used. The dataset does, however, have an impact 
on the classification outcomes, and this should not be disregarded. Although the focus of this 
study is to investigate the effects of preprocessing on balanced and imbalanced datasets in text 
classification, it could be useful to examine the effects of preprocessing and other factors 
affecting classification, especially on datasets obtained from different domains in future 
studies. 



606                                                                               Karaca: Effects of Preprocessing on Text  
Classification in Balanced and Imbalanced Datasets 

Table 9. Comparison this study with the literature 
Study Dataset 

Count 
Balanced Or 
Imbalanced LC ST SW Feature Selection Feature Size Classifier Maximum 

Score 

[15] 1 Turkish Balanced    Correlation-based, 
attribute ranking-based No information Cosine similarity Turkish: 0.935 

[14] 1 Turkish, 
1 English Balanced  Both Both 

Gini Index, Normalized 
Difference Measure, 
Extensive Feature Selector 

50, 100, 300, 
500, 1000 

J48 Decision 
Tree, SVM 

Turkish: 0.781 
 
English: 0.980 

[17] 2 Turkish Balanced Both Both Both No information 
100, 500, and 
1000 to 500000 
increment 1000 

Supervised 
machine learning 
algorithms, 
Pre-trained 
language models 

Turkish1: 0.963 
Turkish2: 0.960 

[18] 2 Turkish Augmented/balanced, 
Imbalanced    No information No information 

Classical 
machine learning 
models, 
BERT models 

Turkish1: 0.920 
Turkish2: 0.920 

[5] 3 English Binary/imbalanced Both Both Both 
TF-IDF, PCA, fuzzy 
matching, Euclidean 
distance similarity 

No information 
Naive Bayes, 
kNN, Deep 
learning 

English1: 0.957 
English2: 0.961 
English3: 0.956 

[28] 2 Turkish, 
2 English 

Binary/balanced, 
Multiclass/imbalanced Both Both Both Chi-square 

10, 20, 50, 100, 
200, 500, 100, 
2000 

SVM 

Turkish1: 0.971 
Turkish2: 0.806 
 
English1: 0.989 
English2: 0.872 

This 
Study 

5 Turkish, 
5 English 

1 balanced and 
4 imbalanced datasets 
for Turkish and English 

Both Both Both 
Chi-square, 
Document Frequency, 
Odds Ratio 

100, 
250, 
500 

Dice Coefficient, 
Euclid, 
Inner Product, 
MNB, 
SVM 

T-Ds1: 0.988 
T-Ds2: 0.988 
T-Ds3: 0.989 
T-Ds4: 0.993 
T-Ds5: 0.992 
 
E-Ds1: 0.959 
E-Ds2: 0.964 
E-Ds3: 0.957 
E-Ds4: 0.956 
E-Ds5: 0.939 

4. Conclusion 
The effects of preprocessing methods, which are tested in balanced and imbalanced datasets 
in Turkish and English languages, on text classification were examined in this study. These 
effects were reviewed with the sub-dimensions of word number, classification success, 
language, processing time and whether the dataset is balanced or not. Moreover, the effects of 
preprocessing on feature selection, feature size and classification algorithms, which are other 
factors of affecting classification, were also examined comparatively. 

When the preprocessings are considered as separately as LCSTSW, LCSTSW and 
LCSTSW, albeit at different rates the changes in the number of discrete and total words were 
obtained with the same processes in Turkish and English datasets. The highest decrease was 
obtained by applying stemming in the number of discrete word and removing stop words in 
the number of total words. 

According to maximum Micro-F1 values, the following outcomes were observed: different 
results are obtained between languages, Turkish datasets are not much affected by the applied 
preprocessing methods and English datasets were relatively more affected. Changes in all 
these processes are below 1% in Turkish datasets (between the intervals of ‰3 and ‰8); 
around 2% in English datasets (between the intervals of ‰16 and ‰20). Whether the dataset 
was balanced or imbalanced affected the Turkish classification by 1% and the English 
classification by 4%. 
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According to the average Micro-F1 scores, the highest success in Turkish datasets was 
obtained by applying stemming and removing stop words (LCSTSW; 0.930), and the 
classification success increased as the imbalance rate of the dataset increased. On the other 
hand, the highest average success in English datasets was obtained by applying lowercase and 
stemming, removing stop words (LCSTSW; 0.785) and as the imbalance rate of the dataset 
increased, the classification success mostly decreased. It was seen that the stemming 
application is the most determining preprocessing method which cause increase in success on 
text classification carried out with Turkish documents and stop words removal on English text 
classification. Furthermore, it was determined that success generally increases with 
preprocessing combinations in English datasets, and also it was seen that binary 
preprocessings are more successful than singles (LCSTSW than LCSTSW and LCSTSW; 
LCSTSW than LCSTSW and LCSTSW; LCSTSW than LCSTSW and LCSTSW) and 
triplets are more successful than doubles (LCSTSW; than LCSTSW, LCSTSW and 
LCSTSW). 

Different results were observed in Turkish and English documents in the classifications of 
classes with few numbers of documents. In Turkish datasets, it was observed that about half 
of the documents in the class are classified correctly, and the misclassifications are assigned 
to class that is close to the related class in terms of subject. In English datasets, it was 
determined that approximately 30% of the documents in class are classified correctly, and the 
misclassifications are done in the direction of the class with the highest document. 

The preprocessing methods, in which the processing time and the highest decrease in the 
total number of words occur, are the same and differences between languages were seen. 
Processes were completed in a shorter time with stemming in Turkish datasets and stop words 
removal in English datasets. 

It was seen that the performances of feature selection, feature size and classifier generally 
increase by applying stemming in Turkish datasets and stop words removal in English datasets. 
Moreover, it was concluded that not only preprocessing but also feature selection, feature size 
and classifier affect the classification success. Furthermore, it was observed that feature 
selection, feature size and classifier are more determining dominantly more effective than 
preprocessing in classification. 

As a result, by considering the highest Micro-F1 values, it can be concluded that there is 
no need to apply preprocessing, and that classification can be made with high success without 
applying preprocessing. However, when preprocessing is applied, it was determined that there 
is an improvement in processing times; for example, it was found out that processing times are 
reduced by almost 90% with stemming in Turkish datasets and with stop words removal in 
English datasets. When the average Micro-F1 scores are examined, the importance, necessity 
and effects of preprocessing for classification, and the fact that preprocessing methods produce 
different results from language to language can be seen more clearly. Considering the 
advantages it provides in terms of processing time, as well as its effects on text classification, 
preprocessing is necessary, since the dynamics of languages are different, it would be more 
accurate to consider and evaluate each language separately, different preprocessing process(es) 
would be more appropriate for different languages, a preprocessing method may not produce 
the same results in all languages, preprocessing that is successful in one language may not 
have the same effect in another language, and even a preprocessing that is successful in one 
language can have a negative effect in another language. 
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