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Abstract
This research aimed to assess the possibility of detecting forest degradation using time-series satellite imagery and three 
different deep learning-based change detection techniques. The dataset used for the deep learning models was composed 
of two sets, one based on surface reflectance (SR) spectral information from satellite imagery, combined with Texture 
Information (GLCM; Gray-Level Co-occurrence Matrix) and terrain information. The deep learning models employed 
for land cover change detection included image differencing using the Unet semantic segmentation model, multi-encoder 
Unet model, and multi-encoder Unet++ model. The study found that there was no significant difference in accuracy 
between the deep learning models for forest degradation detection. Both training and validation accuracies were approx-
imately 89% and 92%, respectively. Among the three deep learning models, the multi-encoder Unet model showed 
the most efficient analysis time and comparable accuracy. Moreover, models that incorporated both texture and gradient 
information in addition to spectral information were found to have a higher classification accuracy compared to models 
that used only spectral information. Overall, the accuracy of forest degradation extraction was outstanding, achieving 
98%.
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Introduction

Remote sensing technology has been widely adopted in 
the forestry sector due to its ability to monitor large-scale 
areas periodically, despite the difficulty of accessibility. 
There is currently a growing interest in the forestry regard-
ing the upcoming launch of agricultural and forestry satel-
lites, which has led to increased attention on the utilization 
of satellite technology in conjunction with the Fourth 

Industrial Revolution. The Korea Forest Service aims to in-
tegrate Fourth Industrial Revolution technologies with for-
estry R&D research through the K-Forest initiative. One of 
the proposed strategies is to introduce digital and contact-
less technologies into the forestry sector (Korea Forest 
Service 2024). Remote sensing technology is a representa-
tive method of digital and contactless technologies. This 
technology is advantageous in analyzing areas that are diffi-
cult to access or large-scale regions. It is expected to play a 
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significant role in long-term forest change monitoring and 
forest management activities (Kim et al. 2019; Woo et al. 
2019). According to the Korea National Institute of Forest 
Science’s (NIFoS) second medium- to long-term technol-
ogy development plan for 2021, research is underway to 
create ICT-based integrated digital forest management sys-
tems that will utilize agricultural and forestry satellites. 
These satellites are set to launch in 2025 and will be capable 
of producing high-resolution images that can monitor the 
entire country every three days. This initiative is expected to 
provide quick and accurate information for forest manage-
ment and policy decision-making in areas such as forest 
change detection, disaster monitoring, and resource man-
agement (Cha et al. 2022).

The Korea Forest Service has announced its third basic 
plan for forest statistics. The aim is to compile forest basic 
statistics every year to contribute to national greenhouse gas 
management and develop tailored statistics for citizens. To 
update the forest cover map renewal cycle, they plan to uti-
lize AI technology. This will improve the accuracy of forest 
basic statistics with transparency, as advocated by the 
IPCC. Applying Tier 3-level spatial approaches in green-
house gas statistics reporting for climate change adaptation 
is effective in enhancing the accuracy of statistical 
information. Overall, the utilization of Fourth Industrial 
Revolution technologies and remote sensing technology 
will help to achieve these goals (Lee et al. 2016; Park et al. 
2018).

In particular, the IPCC provides two spatial approaches 
for constructing national greenhouse gas statistics at the 
Approach 3 level with the Sampling method and the 
Wall-to-Wall method. The Sampling method involves esti-
mating land cover areas through periodic sample surveys at 
regular intervals, while the Wall-to-Wall method calculates 
land cover areas at the spatial unit level. The Wall-to-Wall 
method for land cover classification uses semantic seg-
mentation with deep learning models like U-Net, DeepLab, 
FCN, SegNet, and PSPNet. Studies show high perform-
ance, but limitations exist in distinguishing between land 
cover and land use categories due to remote sensing data 
(Cho et al. 2014; Solórzano et al. 2021; Son et al. 2022). 
Studies have been conducted to improve accuracy by com-
paring different deep learning models or investigating in-
put information changes.

The objective of this study is to evaluate forest degrada-
tion using satellite imagery and deep learning models such 
as image differencing, multi-encoder Unet, and multi-en-
coder Unet++.

Materials and Methods

Study area

The study area is Chuncheon, which is the second-most 
populous city in the Gangwon Province of South Korea. 
Chuncheon covers an area of approximately 1,120 square 
kilometers. As per the statistics released by the Ministry of 
Land, Infrastructure, and Transport in 2023, forests cover 
approximately 75% of Chuncheon City, making it the most 
extensive category. Wetlands and croplands account for 
9.2% and 8.9%, respectively. There have been some 
changes in land use since 2013. Grasslands and wetlands 
have remained relatively stable, while forests have de-
creased by 0.6% and croplands decreased by 0.5%. 
However, the area occupied by artificial facilities such as 
residential areas has increased by 1.1% (MLIT 2023).

Used data

To apply deep learning models, we used RapidEye satel-
lite imagery from two periods (October 9, 2014, and May 
21, 2018). The RapidEye imagery provides information 
from four bands: red, blue, green, and near infrared (NIR), 
along with the red edge band, making it effectively appli-
cable for forest and crop monitoring (Kross et al. 2015). 
This study used level 3A imagery that underwent radio-
metric, sensor, and geometric corrections. Additionally, it 
utilized spatial information that included Digital Elevation 
Model (DEM) data obtained from the National Geographic 
Information Institute and forest management database 
(DB) information provided by the Korea Forest Service. 
The forest management DB contains spatial data on affor-
estation, logging, and forest plantation activities nationwide 
from 2015 to 2020. Lastly, to compare with the forest 
change map generated from the deep learning models, a 
spatial DB for forest degradation was constructed using ca-
dastral maps and land cover maps.

Research method

To identify the degradation of forests, deep learning 
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Fig. 1. Methodology for detecting 
forest degradation.

models were developed by utilizing satellite imagery from 
two different time periods. Land cover maps were then cre-
ated for each time series. The use of three deep learning 
models, i.e., Unet, multi-encoder Unet, and multi-encoder 
Unet++, helped in determining the forest degradation. 
Later, the accuracy of each deep learning model was com-
pared and evaluated by comparing the extracted forest deg-
radation information from cadastral maps and visual in-
spection with that of the deep learning models (Fig. 1).

Dataset construction for deep learning model application
In order to establish land cover classification based on se-

mantic segmentation models, it is essential to prepare input 
and label images (Géron 2022). Dataset A used five spec-
tral bands from the RapidEye satellite imagery. These 
bands include the green, blue, red, red-edge, and near in-
frared (NIR) bands. On the other hand, Dataset B com-
bined spectral data with texture and terrain information. 
Specifically, texture attributes such as Homogeneity, Entropy, 
and Correlation were derived from the Gray-Level Co-oc-
currence Matrix (GLCM). The computation of texture 
features can be different based on various parameters such 
as window size, quantization level, and pixel distance, lead-
ing to diverse texture representations (Haralick et al. 1973; 
Clausi 2002). For this study, we computed texture attrib-
utes using a window size of 15 by 15, which corresponds to 
an area of approximately 0.5 hectares. Additionally, terrain 
information, specifically slope details, were extracted from 
Digital Elevation Model (DEM) data. The DEM was 

created using the 1:5,000 scale digital topographic maps 
provided by the National Geographic Information Institute. 
To construct land cover classification, seven classification 
categories were defined, including the six land use catego-
ries defined by the IPCC (forest, cropland, grassland, wet-
land, settlements, other land), along with forestry-managed 
land. The label images for the time-series deep learning 
model were constructed using visual interpretation of land 
cover types at a finer resolution, along with data from the 
national forest management database.

There are two types of datasets with training data and 
validation data. The purpose of the training data is to train 
the deep learning models, while the validation data is used 
to improve the accuracy of the model during training. The 
test data is then used to apply the trained models. The im-
ages in the datasets were set to a size of 256×256 pixels. To 
partition the input and label images, they were both divided 
into tiles of this size. The tiled images were created by ran-
domly sampling approximately 10% of the study region’s 
area using a random sampling technique. These tiles were 
then used in a ratio of 7:3 for the training and validation da-
ta, respectively. To combat the issue of decreased classi-
fication accuracy at the edges of images in CNN-based 
deep learning models, a 50% overlap was applied during 
the process of dividing the entire area of each administrative 
district into tiled images for the test data. For each period, a 
total of 113 training data and 47 validation data were created.
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Fig. 2. The architectures of U-Net 
models based on image differencing
technique, multi-encoder-based U-Net
model, and multi-encoder based 
U-Net++ model.

Construction of deep learning model algorithms
Deep learning models have been used to detect forest 

degradation. To evaluate the performance of land degrada-
tion detection, the Unet model along with the multi-en-
coder structures of Unet and Unet++ were adopted. The 
algorithms for forest degradation detection were catego-
rized into two methods of image differencing technique and 
methods utilizing multi-encoders. The image differencing 
technique involved utilizing the Unet model to perform 
land cover classification on images from the initial and final 
periods and calculating the difference between them to de-
termine the changes over time. 

The Unet model is composed of encoder and decoder 
components. The encoder extracts feature information 
from the image using Unet blocks, which consist of two 
convolutional layers. The encoder undergoes down-
sampling four times in a straightforward structure. On the 
other hand, in the decoder, upsampling is performed four 
times to restore the downsized images to their original 
resolution. After each upsampling operation, skip con-
nections are used to incorporate feature information from 
each layer of the encoder. This helps to prevent information 
loss and gradient vanishing issues. Although the Unet 
model was developed in 2015, its highly efficient structure 
has led to the creation of several derivative models such as 
ResUnet, Unet++, Attention Unet, and TransUnet, 
among others (Ronneberger et al. 2015; Oktay et al. 2018; 
Zhang et al. 2018; Zhou et al. 2018; Chen et al. 2021). The 
multi-encoder model is a framework that makes use of N 
encoders with equivalent structures in the encoder part. In 

this particular study, two encoders with identical structures 
were used. Encoder 1 takes images from the initial period, 
while encoder 2 takes images from the final period as input. 
Both encoders produce land cover maps for their respective 
periods simultaneously. Additionally, an embedded automa-
tion algorithm was used to calculate the difference between 
the land cover maps from different periods. This provides 
information on land degradation. Moreover, the multi-en-
coder model has two variations: the multi-encoder Unet 
model, which employs the same structure as the base model 
Unet, and the multi-encoder Unet++ model, which en-
hances the decoder and skip-connection structures. These 
variations were introduced to further improve the accuracy 
of forest degradation detection. The Unet++ model, de-
veloped by Zhou et al. (2018), is a deep learning model in-
fluenced by Densnet and features a decoder structure. It in-
volves upsampling low-resolution feature maps and over-
laying them while adding dense blocks between the encoder 
and decoder to learn more complex features (Fig. 2).

Setting parameters for deep learning training models
The training process of a deep learning model begins 

with the initialization of weights using small random values. 
During training, the model processes the input data 
through each layer, producing output. A loss function is 
then applied to compute the disparity between the predicted 
and actual values. The objective is to minimize this loss, 
achieved by calculating the gradient of the loss with respect 
to each weight and updating the weights accordingly 
(Rumelhart et al. 1986; Kingma and Ba 2014). This proc-
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Table 1. Construction of deep learning dataset for detection of forest degradation

The number of images
Date of image 

acquisition

Land cover categories by area in the training data

Training 
data

Validation 
data

Forest Cropland Grassland Wetland Settlement Other land
Forestry-man

aged land

113 47
2014.10.09 66.0% 7.8% 8.5% 8.9% 5.5% 2.3% 0.9%
2018.05.21 64.5% 7.8% 8.7% 9.4% 5.9% 1.5% 2.2%

ess iterates over a set number of epochs, adjusting weights 
based on both training and validation data to minimize the 
disparity between predicted and actual values. The learning 
rate, a critical parameter in deep learning, can be set using a 
fixed value or dynamically adjusted using techniques like 
learning rate scheduling. The optimizer then updates the 
weights based on the calculated gradients. In our study, we 
focused on enhancing the accuracy of the deep learning 
model by fine-tuning key parameters such as the loss func-
tion, learning rate scheduler, and optimizer (Loshchilov 
and Hutter 2018; Smith and Topin 2019). Specifically, 
training model utilized the cross-entropy loss function and 
the Adam optimizer for semantic segmentation tasks. The 
learning rate scheduler started at 0.01 and progressively de-
creased with each epoch.

Evaluation of deep learning model accuracy for land 
cover classification and forest degradation detection
The trained deep learning model was utilized to generate 

a land-cover map. The accuracy of land cover classification 
and forest degradation detection using deep learning was 
assessed by comparing these maps with labeled images. The 
confusion matrix was constructed by comparing labeled im-
ages with the classification map based on deep learning, and 
accuracy was assessed by calculating the Overall Accuracy 
and Kappa coefficient (Rouhi et al. 2015; Huang and Rust 
2018). Additionally, precision and recall were calculated to 
evaluate the classification accuracy for each category, and 
accuracy was further assessed using the F1-score. To calcu-
late OA, Kappa, and F1-score, the metrics True Positive 
(TP), True Negative (TN), False Positive (FP), and False 
Negative (FN) are utilized. TP refers to the instances cor-
rectly identified as positive, TN indicates instances cor-
rectly identified as negative, FP represents instances in-
correctly identified as positive, and FN denotes instances 
incorrectly labeled as negative, serving as fundamental 

components in evaluating the performance of classification 
models by distinguishing between accurately and in-
accurately classified instances.

Overall Accuracy=

                       (1)

Kappa=

                                                           (2)

Pe=


×

 +

                


×

    (3)

Precision=

                                                           (4)

Recall=

                                                               (5)

F1−Score=

×                                    (6)

Result and Discussion

Distribution characteristics of deep learning training 
data by category

When comparing the area distribution of the deep learn-
ing training data, it was found that the forest decreased 
from the initial period to the final period. On the other 
hand, the areas of grassland, settlement, and forestry-man-
aged land increased during the same period (Table 1).

When the surface reflectance (SR) was examined ac-
cording to categories in the training data, it was found that 
the SR of red was highest in other lands, settlement, and 
croplands. On the other hand, NIR was highest in forest, 
grasslands, and croplands. Forest and wetland areas dis-
played distinct distribution characteristics compared to oth-
er categories, while cropland, settlement, and other lands 
exhibited similar distribution patterns due to their high 
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Table 2. The distribution characteristics of surface reflectance in the training data by category 

Period
Land cover

category

Surface reflectance GLCM
Slope

Red NIR Correlation Entropy Homogeneity

The base year

Forest 249±109 866±235 0.09±0.34 7.82±0.05 0.05±0.02 27.0±10.9
Cropland 794±456 1,434±430 -0.00±0.34 7.79±0.11 0.05±0.03   4.6±4.9
Grassland 563±315 1,172±328 -0.02±0.34 7.81±0.07 0.04±0.02 10.7±9.8
Wetland 220±207 379±343 -0.00±0.25 7.52±0.56 0.09±0.09   0.6±3.1
Settlement 1,051±557 1,422±511 -0.03±0.32 7.82±0.07 0.04±0.02   6.6±7.4
Other land 1,166±622 1,524±604 0.07±0.37 7.76±0.17 0.05±0.04 15.5±14.3
Forestry-managed land 421±195 1,079±287 0.00±0.32 7.82±0.04 0.04±0.03 25.4±9.8

Final year

Forest 260±127 3,337±659 -0.05±0.31 7.83±0.05 0.04±0.02 27.2±10.9
Cropland 1,101±507 2,547±748 -0.03±0.34 7.80±0.09 0.05±0.03   4.8±5.0
Grassland 690±435 3,186±761 -0.07±0.34 7.82±0.07 0.04±0.02 11.9±10.1
Wetland 459±288 821±921 -0.01±0.30 7.53±0.59 0.08±0.09   1.3±5.3
Settlement 1,369±664 2,632±651 -0.06±0.31 7.81±0.08 0.04±0.02   7.4±8.3
Other land 1,690±935 2,747±910 0.02±0.37 7.77±0.18 0.05±0.04 17.0±16.2
Forestry-managed land 640±366 3,083±823 0.01±0.35 7.82±0.06 0.04±0.02 25.6±10.0

overlap. In particular, other lands encompassed croplands 
and settlements and displayed a wide range of distribution 
characteristics. Croplands showed high overlap with settle-
ment due to the inclusion of facility cultivation areas, lead-
ing to similar distribution patterns. Grasslands overlapped 
with croplands, settlements, and forests (Table 2). When 
the distribution characteristics of Gray-Level Co-occur-
rence Matrix (GLCM) were examined by category, 
Entropy and Homogeneity exhibited similar distribution 
patterns across categories. However, Correlation mostly 
showed negative values, indicating an opposite trend in 
distribution. Correlation exhibited varying distributions 
across land cover categories, suggesting it as the most suit-
able GLCM information for land cover classification. 
Finally, when the distribution characteristics of slopes were 
compared by category, forest and grasslands showed higher 
slope distributions. On the other hand, wetlands and crop-
lands exhibited relatively lower slope distributions. The dis-
tribution of surface reflectance (SR) in forestry-managed 
lands shows that the red band had higher values in har-
vested areas, while NIR was more prominently distributed 
in planted areas. Harvested areas usually look yellow and 
red due to which the red band is more prevalent. On the 
other hand, planted areas have young trees and timber, 
making NIR more prevalent. 

When comparing the SR characteristics among the six 

land use categories, harvested areas in forestry-managed 
land showed similarities in surface reflectance with crop-
lands and grasslands, while planted areas in forestry-man-
aged land exhibited similar SR distributions to forests and 
grasslands. The category-specific distribution patterns be-
tween the baseline and final periods were found to be sim-
ilar regarding the SR distribution characteristics of the time 
series training data. Categories that had vegetation, such as 
forests, croplands, grasslands, and forestry-managed lands, 
showed similar spectral patterns, while categories featuring 
artificial structures, rocks, and bare soil, such as settlement 
and other lands, exhibited comparable spectral patterns. 
The baseline images, which were captured during 
non-growing seasons, displayed relatively lower average 
spectral values of red and NIR compared to the final period 
images when comparing the spectral distributions between 
the image acquisition periods.

Evaluation of deep learning model consistency 
based on training conditions

A comparison of training and validation accuracy among 
deep learning models for land cover classification and de-
tecting forest degradation revealed no significant differ-
ences in accuracy between the models. The models ex-
hibited an average training accuracy of approximately 89% 
and an average validation accuracy of around 92%. 
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Table 3. Evaluate the accuracy of deep learning models for each type of dataset

Deep learning model Period Dataset
Training data Validation data Training time 

(minutes)Accuracy Loss Accuracy Loss

Image differencing

The base year A 89.6% 1.31 92.5% 1.25 119.7
B 89.6% 1.32 92.8% 1.25 138.3

Final year A 89.1% 1.31 90.1% 1.24 120.6
B 90.1% 1.30 91.5% 1.25 141.9

Multi-encoder Unet
The base year & 

final year 
A 88.7% 1.31 92.4% 1.25 196.5
B 88.7% 1.32 92.3% 1.24 220.2

Multi-encoder 
Unet++

The base year & 
final year

A 89.4% 1.32 92.4% 1.24 486.9
B 89.3% 1.31 92.3% 1.24 556.8

Fig. 3. Construction of time series 
land cover classification maps for 
detection of forest degradation.

Interestingly, the validation accuracy was about 3% higher 
than the training accuracy for forest degradation detection 
models. When the training accuracy surpasses the vali-
dation accuracy, it typically raises concerns about overfitting. 
However, in this study, the higher validation accuracy, cou-
pled with stable distribution values of loss, suggests that 
overfitting was not a significant issue (Table 3). Regarding 
the comparison of training times across different deep 
learning models, the image differencing method had the 
shortest training time. However, it only learns from data 
from a single period, which may not be suitable for consid-
ering both initial and final periods. On the other hand, the 
multi-encoder Unet model was deemed to be cost-effective 
and efficient when considering the training processes for 

both initial and final periods. The multi-encoder Unet++ 
model did not significantly improve accuracy compared to 
the image differencing method and the multi-encoder Unet 
model. Moreover, its training time was over 2.5 times lon-
ger than that of the multi-encoder Unet model, indicating 
lower efficiency. 

Based on the evaluation of accuracy between land cover 
classification maps generated by different deep learning 
models and the land cover classification labels (validation 
data), it was found that the image differencing method us-
ing Dataset B achieved the highest Overall Accuracy (OA) 
and Kappa statistics. We observed that including texture 
and terrain information, along with spectral information, 
improved classification accuracy across all models (Fig. 3, 
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Table 4. Evalation of consistency by deep learning models

Period Accuracy
Image differencing Multi-encoder Unet Multi-encoder Unet++

Dataset A Dataset B Dataset A Dataset B Dataset A Dataset B

The base year
OA 90.6% 91.0% 89.8% 90.2% 90.2% 90.2%
Kappa 76.3% 77.1% 74.1% 74.5% 75.6% 75.7%

Final year
OA 90.6% 91.4% 89.2% 89.8% 90.0% 89.9%
Kappa 77.2% 78.6% 73.0% 74.6% 75.0% 74.4%

Table 4). This finding is consistent with previous studies by 
Zheng et al. (2023) and Li et al. (2021). These similar re-
sults further support the effectiveness of integrating texture 
and terrain information in land cover classification tasks. 
Although there was only a marginal difference of 1-2% in 
classification accuracy among the deep learning models, it 
was found that the multi-encoder Unet++ was less 
cost-effective due to the longer training time required. Despite 
the Unet++ model’s skip-connection structure incorporat-
ing multi-scale information, it did not significantly enhance 
performance with the time-series data used in this study. 
Therefore, future research should focus on improving fea-
ture extraction techniques, such as incorporating transformer 
modules, instead of solely enhancing the decoder structure.

Comparison of forest degradation detection 
consistency and analysis of misclassification 
characteristics across different deep learning models

It was observed that the accuracy of forest degradation 
detection exceeded 98% across all models when comparing 
the consistency between the forest degradation detection 
maps generated by different deep learning models and the 
label images of forest degradation, which covered the entire 
area of each county. Regardless of the dataset used, an accu-
racy of over 98% for forest degradation detection was ach-
ieved, with almost no difference observed among them. 
The image differencing technique based on Dataset B re-
sulted in the highest accuracy in forest degradation de-
tection, although the difference was negligible.

An instance was noted where forestry-managed lands 
were misclassified as grasslands or croplands during the fi-
nal period. The classification accuracy of forestry-managed 
lands was approximately 70%, indicating the need for im-
proved spatial information regarding forest management 
activities. Misclassifications mainly occurred at the outer 

boundaries of forests, likely due to positional errors of 1-2 
pixels between satellite images and cadastral maps or time- 
series images. Such cases were observed to be distributed 
across the entire region without a specific pattern and could 
potentially be addressed through the application of filtering 
techniques in the future.

Conclusion

A study was conducted to compare three change de-
tection techniques using time-series satellite imagery to as-
sess forest degradation. Deep learning models were used 
for the analysis, and the results showed that the multi-en-
coder Unet model was the most effective in terms of both 
analysis time and accuracy. The multi-encoder model al-
lowed baseline and final-year information to be input simul-
taneously, which made the analysis process more convenient. 
However, it was unclear whether the multi-encoder 
Unet++ model was more efficient than the image differ-
encing technique in terms of analysis time or accuracy.

 The study also found that incorporating texture or ter-
rain information alongside spectral information improved 
the accurate classification of land cover categories. Moreover, 
the authors considered adding forestry-managed lands as 
an additional category, but this approach encountered limi-
tations due to misclassifications of grassland or cropland as 
forestry-managed lands. Therefore, further investigation 
into diverse input information and model parameters is nec-
essary for categories with similar spectral characteristics.
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