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Abstract

Energy efficiency in wireless sensor networks (WSNs) is a critical issue because batteries are used for operation and

communication. In terms of scalability, energy efficiency, data integration, and resilience, WSN-cluster-based routing

algorithms often outperform routing algorithms without clustering. Low-energy adaptive clustering hierarchy (LEACH) is a

cluster-based routing protocol with a high transmission efficiency to the base station. In this paper, we propose an energy

consumption model for LEACH and compare it with the existing LEACH, advanced LEACH (ALEACH), and power-efficient

gathering in sensor information systems (PEGASIS) algorithms in terms of network lifetime. The energy consumption model

comprises energy-sensitive cluster formation and a cluster head selection technique. The setup and steady-state phases of the

proposed model are discussed based on the cluster head selection. The simulation results demonstrated that a low-energy-

consumption network was introduced, modeled, and validated for LEACH. 

Index Terms: Clustering algorithm, Cluster head, Energy efficiency, Network lifetime

I. INTRODUCTION

Wireless sensor networks (WSNs) consist of a few thou-

sand sensor nodes that sense the physical properties of the

environment, such as temperature, humidity, or vibration.

This physical information contributes to several applications,

including disaster management [1], RFID [2], and medical

applications [3]. These sensor nodes are wirelessly con-

nected to each other. There exists at least one node called a

base or sink node that connects all other nodes to the outer

world. Most studies in this regard can be classified into ran-

dom and deterministic deployments [4]. WSN models have

been upgraded from simple graph-based characterizations of

interference to more accurate physical models, such as the

signal-to-interference-plus-noise ratio model [5]. The struc-

ture of a sensor network and its topology determine whether

a node can successfully receive and decode messages. Net-

work lifetime remains an important metric in the deployment

of nodes in the environment.

Among the numerous challenges faced by sensor nodes,

power utilization is the most important. The energy required

by the sensor nodes is provided by onboard batteries. Sensor

nodes may be deployed on difficult terrains, where changing

the battery of the sensor nodes would be difficult. Another

significant method for saving power is communication proto-

cols. If any sensor nodes in a functioning network run out of

battery, the network would not function. Consequently, the

productivity of the network system would decrease. Hence,

the parts and methods that are the most energy-hungry need

to be understood. We ought to do whatever it takes to not
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utilize them or utilize them the least when necessary [6].

Energy is consumed by the nodes during the transmitting,

receiving, idle, and sleeping states. Data aggregation is the

process of aggregating sensor data by using aggregation

approaches. The data aggregation algorithm uses sensor data

from the sensor node and then aggregates the data using

aggregation algorithms, such as the centralized approach,

low-energy adaptive clustering hierarchy, and tiny aggrega-

tion. Data aggregation removes redundancy and unnecessary

data forwarding, and hence reduces the total energy used by

the system in communication significantly. The cluster head

selection process of LEACH involves setup and steady-state

phases. When the CH is not chosen in the WSN, all the

nodes present in the network attempt to deliver their data to

the base station (BS).

 The data delivery process of a WSN involves two major

issues: a) data convention and b) energy loss. When several

nodes attempt to communicate with a BS, a huge load is cre-

ated at the BS, which is known as a data convention [7].

Data convention results in multiple data routings by the sen-

sor nodes and is usually related to the hit-and-trial method.

Owing to the limited communication capacity between the

BS and sensor nodes, powerful and expensive BSs need to

be installed. Thousands of sensor nodes must be handled

while maintaining the cost of the entire network relatively

low. The energy level of these sensor nodes depends on the

BS processing power. Regardless of whether the sensor

nodes transmit, receive, or remain idle, energy is consumed.

Energy loss plays a vital role in a WSN and should be

reduced to extend the network lifetime. The information sent

by each sensor node is not accepted by the BS. Although the

BS has an unlimited supply of energy, the sensor nodes do

not. Sensor nodes spend energy without knowing whether

the information they hold will be accepted by the BS. More-

over, restricting data transmission can lead to high latency,

and hence a low quality of service [8]. If the density of sen-

sor nodes in a network system is high, the rate of informa-

tion transmission to the BS or CH is slower. This slower

mechanism may lead to packet drops before packets reach

their respective destinations. In addition, the retransmission

of these data packets consumes more energy [9,10]. This is

due to the memory limitations and processing capacity of the

sensor nodes.

LEACH mitigates the data conventions and energy-loss

issues of WSNs by selecting a CH. The selection of CHs

among the nodes and allowing only CHs to communicate

with the BS are crucial procedures in LEACH algorithms.

These processes not only reduce the load in the BS, but also

save valuable energy in the sensor nodes. The battery-chang-

ing process is often inconvenient because it highly affects

the communication chain. When the CHs are chosen in

advance and fixed throughout the system lifetime, the

selected CHs do not survive throughout the network life.

Thus, introducing an algorithm to select the CH in each

round is an effective method of saving energy. Here, rounds

refer to the communication between sensor nodes and the BS

via the CH, and vice versa.

In this paper, we discuss the routing path of information

within the network to save energy in the nodes. We propose

a dynamic model based on energy-sensitive cluster formation

and total-energy-based CH selection for LEACH. The data

aggregation mechanism is crucial and can be applied to eval-

uate the minimum energy consumption of a network. In the

setup phase of LEACH, the energy constraints are defined

and the CH is selected for the first round. The second round

of CH selection is based on the steady-state phase of

LEACH. The results of the proposed methodologies are

compared with those of the existing LEACH, ALEACH, and

PEASIS algorithms. The proposed methodology shows 50%

more efficient results than the existing algorithms. This

study demonstrates that distributing the energy load among

the nodes increases the lifetime and quality of the network.

II. BACKGROUND

Forwarding the data gathered by a sensor to a BS is the

primary function of application protocols in a sensor net-

work [11]. Data collection remains the baseline for the

development of different LEACH algorithms for hierarchical

routing. The energy load in the LEACH algorithm is uni-

formly distributed among the sensor nodes. All the nodes are

randomly placed and grouped into clusters. Among these

clusters, one node is selected as the CH. The LEACH algo-

rithm transmits data to the BS or sink via the CH. The

LEACH protocol runs for several rounds, depending on the

energy used by the sensor nodes. Each round is performed in

two phases: the setup and steady-state phases [12].

In the setup phase, for every node n, a random value x is

selected and compared with the threshold function T(n). To

select the CH, T(n) can be calculated as

 if (1)

where p is the general probability, r is the number of rounds,

and G is the number of unacceptable nodes in the network.

When x is less than T(n), the node becomes the CH; other-

wise, it becomes a member. The nodes that were previously

CHs cannot be assigned to a CH again. In this phase, CHs

are selected to communicate with the BS.

In the steady-state phase, the CH forms a time-division

multiple access schedule for its member nodes to send data.

The member nodes send data in their time slots and sleep in
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the remaining slots. After receiving the signals, the CH

applies data aggregation schemes such that several signals

are converted into a single signal that incorporates the rele-

vant and necessary information from all the signals. This sig-

nal is transmitted to the BS by all the CHs in a single-hop

transmission.

ALEACH [13] uses a distributed algorithm to form clus-

ters. The concept of the current state probability is intro-

duced along with the general probability. If the nodes in a

cluster simultaneously have different amounts of energy, the

node with the highest energy is the CH. Using the current

and initial node energies, Ecurrent and EINI, respectively, the

threshold function of ALEACH T(n) is computed as

(2)

Unlike LEACH and ALEACH, PEGASIS [14] is a popular

CH-based routing protocol with only a steady-state phase.

PEGASIS operates by using a greedy chain protocol. The

farthest node from the BS begins the construction of the

chain, and selects the node that is the second farthest from

the BS. After a node dies, the chain is reconstructed simi-

larly to avoid dead nodes. Each subsequent node in the chain

combines the received data with its own data. The last node

in the chain is called the leader, and is allowed to communi-

cate only with the BS.

PEGASIS outperforms LEACH by eliminating the over-

head of dynamic cluster formation, minimizing the distance

over which nonleader nodes must transmit, limiting the num-

ber of transmissions and receptions among all nodes, and

using only one transmission to the BS per round. However,

the assumption that all nodes can transmit with sufficient

power to reach the CH if needed and that each node has

computational power to support different MAC protocols is a

major drawback of PEGASIS. The region of interest of a

WSN is not always accessible [15]. The ALEACH algorithm

uses random nodes to make autonomous decisions without

centralized control. Distributed clusters in ALEACH are

formed without prior knowledge of the node’s location, and

long-distance communication between the nodes and the BS

is eliminated.

 LEACH, PEGASIS, and ALEACH are not dynamic mod-

els for increasing the node lifetime and network quality. We

developed a dynamic model based on energy-sensitive clus-

ter formation and CH selection methods and compared it

with existing algorithms in terms of node lifetime and net-

work quality.

III. PROPOSED MODEL

A. Energy-sensitive Cluster Formation

In this study, we use the same radio model as in [16]. This

is a first-order radio model, and is used for the exchange of

information between sensor nodes. An energy of 50 nJ/bit

was used to operate the transmitter and receiver circuits. We

used two types of amplifier values in different modes, that

is, in free space or in multiple paths. The amplifier values

were, respectively, set as 1 nJ/bit/m2 and 1.3 nJ/bit/m4. For

our simulation, both free-space (d2 power loss) and mul-

tipath fading (d4 power loss) channel models were used,

depending on the distance between the transmitter and the

receiver. The transmission energy for two nodes is five times

that of the receiving energy between the nodes, for a given

signal-to-noise ratio. The parameters used for the energy-

sensitive cluster formation are listed in Table 1. Factors, such

as digital coding, modulation, filtering, and signal spreading,

vary according to the electronic energy Eelec. The amplifier

energies Efsd
2 and Empd

4 depend on the distance between the

transmitter and the receiver and the acceptable bit-error rate.

Cluster formation is initiated during the setup phase. We

used simple logic to determine the locations of the nodes and

the remaining energy of each node. For the first time, we

developed our model without CHs. The BS saves all the

information about the nodes. In the first round, the algorithm

determines the amount of energy dissipated by each node to

connect to the BS. The CHs for the second round are selected.

B. Total-energy-based CH Selection

The next round of CHs is selected using the probability

function expressed in Equation (1). However, the total

energy is the energy required for the network to run r

rounds. A network is considered efficient when r is equal to
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Table 1. Initial values for different variables used in the simulation

Parameters Values

Initial Energy (EINI) 0.5 J

Transmitted Energy (ETX) 5*10-7 J

Received Energy (ERX) 10-7 J

Data Aggregation Energy (EDA) 5*10-8 J

Number of Rounds (RMAX) 1000–2000

Free-space Amplifier Value (EFS) 10-9 J/bit/m2

Multipath Amplifier Value (EMP) 10-9 J/bit/m4

Operating Energy (ETX-elec=ERX-elec=Eelec) 50 nJ/bit
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Rmax. T(n) is updated using the remaining energy of the sys-

tem in the LEACH network as follows:

(1)

where ER is the received energy, EINI is the initial energy,

ETX is the transmitted energy, EFS is the free-space amplifier

value, and EMP is the multipath amplifier value. The first

term of Equation (3) calculates the threshold value depend-

ing on the number of nodes n and the number of CHs p. The

value of p is 10% for group G. In the second term of Equa-

tion (3), we introduce the initial energy and remaining

energy of the nodes, where the network is developed based

on the threshold distance .

CH selection methodologies are performed in the steady-

state phase, where clusters are formed according to the

requirements. As the deployment of nodes is random, a given

number of CHs may not be sufficient, or may be excessive in

some cases. However, the location of the nodes is known in

the second round, and several clusters are formed efficiently.

IV. DISCUSSION

The simulation results were obtained using MATLAB

(MATLAB R2021a Academic Version). The PC used for the

simulation had an i7-9700 KF processor (3.60 GHz).

Tables 2 and 3 present the input boundary conditions for

the different methodologies. The number of nodes required

to execute these algorithms is denoted by the dead nodes. At

the end of a predefined number of information exchanges

(rounds), the total energy saved by each algorithm is included.

Fig. 1 shows the number of live nodes associated with the

different algorithms. The input boundary conditions for each

algorithm were identical. In this case, 50 nodes each having

an initial energy of 0.5 J were deployed in an area of 50*50

units. The number of rounds in which LEACH could

exchange information with the BS was 600. Subsequently,

the nodes did not have sufficient energy to perform the assigned

tasks. The amount of energy used by LEACH exceeded the

predefined energy (25 J). The energy used in LEACH was

25.8512 J over 600 rounds. Similarly, for PEGASIS and

ALEACH, 39 and 31 nodes were involved in 700 and 900

rounds of information exchange using 25.0059 and 25.3551 J

of energy, respectively. The proposed model had only one

node with insufficient energy. The remaining 49 nodes

shared an energy load of 10.1199 J, with no node spending

more than 0.5 J.

Fig. 2 shows the number of live nodes associated with the

different algorithms. The input boundary conditions for each

algorithm were identical. In this case, 100 nodes each having

an initial energy of 0.5 J were randomly deployed in an area

of 100*100 units. The number of rounds in which LEACH

could exchange information with the BS was 609. Subse-

quently, the nodes did not have sufficient energy to perform

the assigned tasks. Hence, the amount of energy used by

LEACH exceeded the predefined energy (25 J). The energy

used by 90 nodes in the case of LEACH was 52.4346 J for

609 rounds of data transmission to the BS (200,200) located

outside the network. Similarly, for PEGASIS and ALEACH,

78 and 87 nodes were involved in 495 and 1315 rounds of

information exchange using 50.5078 and 51.5097 J of energy,

respectively. In our proposed model, only 55 nodes were out

of energy.
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Table 2. Comparison of different algorithms in different conditions

Observation LEACH PEGASIS ALEACH
PROPOSED 

MODEL

Area 50*50 50*50 50*50 50*50

Nodes 50 50 50 50

BS 25,150 25,150 25,150 25,150

Rounds 1000 1000 1000 1000

Dead Nodes 50 39 31 1

Energy Saved -0.8512 -0.0059 -0.3551 14.8801

Table 3. Comparison of different algorithms in different conditions

Observation LEACH PEGASIS ALEACH
PROPOSED 

MODEL

Area 100*100 100*100 100*100 100*100

Nodes 100 100 100 100

BS 200,200 200,200 200,200 200,200

Rounds 2000 2000 2000 2000

Dead Nodes 90 78 87 55

Energy Saved -2.4346 -0.5078 -1.5097 0.0249

Fig. 1. Number of live nodes by the end of 1000 rounds of information

exchange for 50 nodes
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In Fig. 3, the results of PEGASIS are excluded because the

BS is far from the nearest available node. Here, we com-

pared our proposed model with the hierarchical methodolo-

gies. A larger number of nodes in the network indicates that

more data are being transmitted to the BS. The BS was situ-

ated at the center of the network. The total energy of the sys-

tem was 250 J. In our model, only 74 nodes were actively

involved, as listed in Table 4.

Based on the simulation results, the proposed LEACH was

the best among the three methods. Even though PEGASIS is

effective when the BS is situated far from the network, we

could design a low-energy-consumption network under vari-

ous conditions, such as the working area, the number of

nodes, BS position, and the number of rounds of results.

V. CONCLUSIONS

LEACH is the basic concept behind the formulation of the

proposed algorithm. Except PEGASIS, in which clusters are

not formed, the two algorithms (ALEACH and our algo-

rithm) discussed earlier are hierarchical methodologies

derived from LEACH. Each methodology differs in terms of

CH selection and data transmission rules. Our proposed

model, based on energy-sensitive cluster formation and total-

energy-based CH selection, demonstrated an excellent per-

formance when compared with the existing LEACH-based

methodologies. As energy is still consumed by the nodes in

the idle and sleep states, our future work will incorporate

different states and compute the results.
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