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#### Abstract

The smooth quintic del Pezzo variety $Y$ is well-known to be obtained as a linear sections of the Grassmannian variety $\operatorname{Gr}(2,5)$ under the Plücker embedding into $\mathbb{P}^{9}$. Through a local computation, we show the Hilbert scheme of conics in $Y$ for $\operatorname{dim} Y \geq 3$ can be obtained from a certain Grassmannian bundle by a single blowing-up/down transformation.


## 1. Motivation and results

### 1.1. Rational curves in quintic del Pezzo varieties

By definition, the quintic del Pezzo variety $Y$ is a smooth projective variety such that the anti-canonical line bundle of $Y$ is isomorphic to $-K_{Y} \cong$ $-(\operatorname{dim} Y-1) L$ for some ample generator $L \in \operatorname{Pic}(Y) \cong \mathbb{Z}$ with $L^{\operatorname{dim} Y}=5$. By the work of Fujita ([6]), it is known that the dimension of $Y$ is less than 6 and $Y$ is isomorphic to a linear section of Grassmannian variety $\operatorname{Gr}(2,5)$. In this paper, the authors aim to explain that the Hilbert scheme of conics in the quintic del Pezzo variety can be obtained from a certain Grassmannian bundle. Research on rational curves in the quintic del Pezzo variety has been studied for a long time from a birational geometric perspective ([2, 3, 7-9, 13]). In particular, the existence of rational curves with a specific normal bundles plays a crucial role in the determination of the automorphism groups. The main conclusion of this paper is to provide an alternative proof of previous work of authors in [4, Proposition 5.8 and Proposition 6.7], which were proved by using Li's results ([11]). While the proof in [4] relied on a deformation theoretic argument, our paper will mainly depend on basic linear algebra calculations to provide a proof of the result. The linear algebra calculation is extracted from the second named author's Ph.D. thesis ([10]). Such an approach will offer a good opportunity for comparison with previous proof.
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### 1.2. Results

From now on, let us fix $\left\{e_{0}, e_{1}, e_{2}, e_{3}, e_{4}\right\}$ a standard coordinate vectors of the space $V\left(\cong \mathbb{C}^{5}\right)$, which provides the projective space $\mathbb{P}(V)\left(=\mathbb{P}^{4}\right)$. Let $\mathrm{G}:=\mathrm{Gr}(2,5)$ be the Grassmannian variety of two dimensional subspaces of $V$. Let $\left\{p_{i j}\right\}_{0 \leq i<j \leq 4}$ be the Plücker coordinates of $\mathbb{P}^{9}=\mathbb{P}\left(\wedge^{2} V\right)$. Let $\mathbf{H}_{2}(X)$ be the Hilbert scheme of conics in a smooth projective variety $X$ with a fixed embedding $X \subset \mathbb{P}^{r}$. Let $\mathcal{U}$ be the universal subbundle over the Grassmannian variety $\operatorname{Gr}(4, V)$. Let $\mathbf{S}(\mathrm{G})=\operatorname{Gr}\left(3, \wedge^{2} \mathcal{U}\right)$ be the Grassmannian bundle over $\operatorname{Gr}(4, V)$. For the general fiber $\left(V_{3}, V_{4}\right) \in \mathbf{S}(\mathrm{G})$, we associate to a conic $\mathbb{P}\left(V_{3}\right) \cap$ $\operatorname{Gr}\left(2, V_{4}\right) \subset \operatorname{Gr}(2, V)$ as the intersection of $\mathbb{P}\left(V_{3}\right)$ and $\operatorname{Gr}\left(2, V_{4}\right)$. Then this correspondence provides a birational map

$$
\Phi: \mathbf{S}(\mathrm{G}) \rightarrow \mathbf{H}_{2}(\mathrm{G}) .
$$

The map $\Phi$ is not undefined whenever $\mathbb{P}\left(V_{3}\right) \subset \mathrm{Gr}\left(2, V_{4}\right)$ and thus the undefined locus $T(\mathrm{G})$ of $\Phi$ is isomorphic to the relative orthogonal Grassmannian $T(\mathrm{G}) \cong$ $\mathrm{OG}\left(3, \wedge^{2} \mathcal{U}\right)$. By blowing-up $\mathbf{S}(\mathrm{G})$ along $T(\mathrm{G})$, we have a birational morphism $\widetilde{\Phi}: \widetilde{\mathbf{S}}(\mathrm{G}) \rightarrow \mathbf{H}_{2}(\mathrm{G})$. Furthermore, as applying the Fujiki-Nakano criterion ([5]) to the morphism $\widetilde{\Phi}$, it turns out that the extended morphism $\widetilde{\Phi}$ is a smooth blow-down map. In summery,

Theorem 1.1 ([4, Section 4.1]). Under the above definition and notations, we have a blow-up/down diagram

where $\pi$ is the canonical bundle morphism.
The goal of this paper is to prove that the diagram still holds for quintic del Pezzo $m$-fold $Y_{m}(m \leq 5)$. Let $H_{1}$ (resp. $H_{2}$ ) be the linear subspace of $\mathbb{P}^{9}$ defined by $p_{12}-p_{03}$ (resp. $p_{13}-p_{24}=0$ ). Let $Y_{5}=\operatorname{Gr}(2, V) \cap H_{1}$ and $Y_{4}=$ $\operatorname{Gr}(2, V) \cap H_{1} \cap H_{2}$. Then $Y_{m}$ is smooth since the skew symmetric forms induced from the hyperplane $H_{i}$ are of rank 4. Let $\mathbf{S}\left(Y_{m}\right)$ be the Grassmannian bundle $\operatorname{Gr}\left(3, \mathcal{K}_{m}\right)$ over $\operatorname{Gr}(4, V)$, where $\mathcal{K}_{m}$ is defined by the kernel of composition maps

$$
\begin{equation*}
\mathcal{K}_{m}:=\operatorname{ker}\left\{\wedge^{2} \mathcal{U} \hookrightarrow \wedge^{2} V \otimes \mathcal{O}_{\operatorname{Gr}(4, V)} \rightarrow \mathcal{O}_{\operatorname{Gr}(4, V)}^{\oplus^{(6-m)}}\right\}, \tag{2}
\end{equation*}
$$

where the second map is induced from the hyperplanes $H_{i}$. We can check that the kernel $\mathcal{K}_{m}$ is locally free by direct rank computation of the composition
map. Let $T\left(Y_{m}\right)=\mathbf{S}\left(Y_{m}\right) \cap T(\mathrm{G})$ be the set-theoretic intersection of $\mathbf{S}\left(Y_{m}\right)$ and $T(\mathrm{G})$. Now we state our main theorem.

Theorem 1.2. Under the above definition and notations, there exists identity

$$
I_{T\left(Y_{m}\right), \mathbf{S}(\mathrm{G})}=I_{T(\mathrm{G}), \mathbf{S}(\mathrm{G})}+I_{\mathbf{S}\left(Y_{m}\right), \mathbf{s}(\mathrm{G})}
$$

of ideals in $\mathbf{S}(\mathrm{G})$. That is, $\mathbf{S}\left(Y_{m}\right)$ and $T(\mathrm{G})$ cleanly intersect in $\mathbf{S}(\mathrm{G})$.
For the detailed discussion of the clean intersection of subvarieties, see the paper [11]. Main idea of the proof of Theorem 1.2 is to find the defining equation of the intersection part $T(Y)$ in two senses: the set-theoretic and scheme-theoretic intersection by local chart computation, which accompanies lots of linear algebra and brute force. By applying Fujiki-Nakano criterion again ([5]), we arrive the same diagram (1) as for the case $\mathrm{G}=\operatorname{Gr}(2, V)$.

Corollary 1.3. The diagram (1) in Theorem 1.1 still holds when we replace $\mathrm{G}=\operatorname{Gr}(2, V)$ by the quintic del Pezzo varieties $Y_{m}(m=4,5)$.

Remark 1.4. For the quintic del Pezzo 3-fold $Y_{3}=\operatorname{Gr}(2, V) \cap H_{1} \cap H_{2} \cap H_{3}$, one can also define a rank 3 -bundle $\mathcal{K}_{3}$ by using the hyperplanes $H_{i}$ and thus $\mathbf{S}\left(Y_{3}\right)=\operatorname{Gr}(4, V)$. In this case, $T\left(Y_{3}\right)$ is empty set. That is, the restriction $\left.\operatorname{map} \Phi\right|_{\mathbf{S}\left(Y_{3}\right)}$ is a morphism. Furthermore one can easily show that $\left.\Phi\right|_{\mathbf{S}\left(Y_{3}\right)}$ is an isomorphism (cf. [8, Proposition 1.2.2] and [4, Proposition 7.2]). Furthermore, for $m=1,2$, we can easily observe that $\mathbf{S}\left(Y_{m}\right)=\operatorname{Gr}\left(3, \mathcal{K}_{m}\right)$ is an empty set because rank of $\mathcal{K}_{m}$ is $m$ for general choice of hyperplanes of $\operatorname{Gr}(2, V)$.

### 1.3. Notation and convention

- Let us denote by $\operatorname{Gr}(k, V)$ the Grassmannian variety parameterizing $k$-dimensional subspaces in a fixed vector space $V$ with $\operatorname{dim} V=n$.
- We denote by $\left\langle e_{1}, e_{2}, \ldots, e_{k}\right\rangle$ the subspace of $V$ generated by $e_{1}, e_{2}, \ldots$, $e_{k} \in V$.
- We sometimes do not distinguish the moduli point $[x] \in \mathcal{M}$ and the object $x$ parameterized by $[x]$.
- Whenever the meaning in the context is clear, we will use $I_{X}$ to denote the ideal $I_{X, Y}$ when $X \subset Y$.
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## 2. Preliminary

### 2.1. Planes in quintic Fano varieties

If we consider a point $\ell \in \operatorname{Gr}(2,5)$ as a line in $\mathbb{P}^{4}$ and fix a flag $p \in \mathbb{P}^{1} \subset$ $\mathbb{P}^{2} \subset \mathbb{P}^{3} \subset \mathbb{P}^{4}$, then a plane in $\operatorname{Gr}(2,5)$ can be represented by one of two types of Schubert varieties: $\sigma_{3,1}\left(p, \mathbb{P}^{3}\right)=\left\{\ell \mid p \in \ell \subset \mathbb{P}^{3}\right\}$ and $\sigma_{2,2}\left(\mathbb{P}^{2}\right)=\left\{\ell \mid \ell \subset \mathbb{P}^{2}\right\}$. Hence the space $\mathbf{F}_{2}(\operatorname{Gr}(2,5))$ (so called, Fano scheme) of planes in $\operatorname{Gr}(2,5)$ is isomorphic to

$$
\mathrm{Gr}(1,4,5) \sqcup \mathrm{Gr}(3,5)
$$

such that the first (resp. second) one is of $\sigma_{1,3}$ (resp. $\sigma_{2,2}$ )-type. The Fano scheme $\mathbf{F}_{2}(Y)$ of planes in a quintic Fano variety $Y$ was studied by several authors ( $[8,12]$ ). Let

$$
\mathbf{F}_{2}(Y)=\mathbf{F}_{2}^{3,1}(Y) \sqcup \mathbf{F}_{2}^{2,2}(Y)
$$

be the disjoin union of two connected components such that $F_{2}^{3,1}(Y)$ parametrizes $\sigma_{3,1}$-type planes in $Y$ and $F_{2}^{2,2}(Y)$ parametrizes $\sigma_{2,2}$-type planes in $Y$.

Proposition 2.1 ([8, Section 4.4]). Let $Y_{5}=\operatorname{Gr}(2,5) \cap H_{1}$. The first component $\mathbf{F}_{2}^{3,1}\left(Y_{5}\right)$ is isomorphic to the blown-up of the projective space $\mathbb{P}^{4}$ at a point and $\mathbf{F}_{2}^{2,2}\left(Y_{5}\right)$ is isomorphic to a smooth quadric threefold $\Sigma$.

Proposition 2.2 ([12, Proposition 2.2]). Let $Y_{4}=\operatorname{Gr}(2,5) \cap H_{1} \cap H_{2}$. The space $\mathbf{F}_{2}^{3,1}\left(Y_{4}\right)$ is isomorphic to a smooth conic $C_{v}:=\left\{\left[a_{0}: a_{1}: a_{2}: a_{3}: a_{4}\right] \mid\right.$ $\left.a_{0} a_{4}+a_{1}^{2}=a_{2}=a_{3}=0\right\} \subset \mathbb{P}(V)$ and $\mathbf{F}_{2}^{2,2}\left(Y_{4}\right)$ is isomorphic to a point $[S]$.
Remark 2.3. By the proof of [4, Lemma 6.3], the $\sigma_{3,1}$-type planes $P_{t}$ in $Y_{4}$ parameterized by $t \in C_{v}$ are $P_{t}=\mathbb{P}\left(V_{1} \wedge V_{4}\right)$, where $V_{1}=\left\langle e_{0}+t e_{1}-t^{2} e_{4}\right\rangle$ and $V_{4}=\left\langle e_{0}, e_{1}, e_{2}+t e_{3}, e_{4}\right\rangle$. Also the unique plane $S$ in $Y_{4}$ is given by $S=\mathbb{P}\left(\wedge^{2} V_{3}\right)$ such that $V_{3}=\left\langle e_{0}, e_{1}, e_{4}\right\rangle$.

### 2.2. Conics via a Grassmannian bundle

Let $\mathcal{U}$ be the universal subbundle over the Grassmannian $\operatorname{Gr}(4, V)$. Let $\mathbf{S}(\mathrm{G})=\operatorname{Gr}\left(3, \wedge^{2} \mathcal{U}\right)$ be the Grassmannian bundle over $\operatorname{Gr}(4, V)$. The space $\mathbf{S}(\mathrm{G})$ is an incidence variety of pairs

$$
\mathbf{S}(\mathrm{G})=\left\{\left(U, V_{4}\right) \mid U \subset \wedge^{2} V_{4}\right\} \subset \operatorname{Gr}\left(3, \wedge^{2} V\right) \times \operatorname{Gr}(4, V) .
$$

Furthermore the correspondence

$$
\left(U, V_{4}\right) \mapsto \mathbb{P}(U) \cap \operatorname{Gr}\left(2, V_{4}\right)
$$

between $\mathbf{S}(\mathrm{G})$ and $\mathbf{H}_{2}(\mathrm{G})$ provides an birational map $\Phi: \mathbf{S}(\mathrm{G}) \rightarrow \mathbf{H}_{2}(\mathrm{G})$.
Lemma 2.4. Let $T(\mathrm{G})$ be the undefined locus of the map $\Phi$. Then $T(\mathrm{G})$ is isomorphic to the disjoint union of flag varieties:

$$
\begin{equation*}
T(\mathrm{G}) \cong \mathrm{Gr}(1,4,5) \sqcup \mathrm{Gr}(3,4,5) \tag{3}
\end{equation*}
$$

Proof. Fiberwisely, it is clearly that $\Phi$ is not defined if and only if $\mathbb{P}(U) \subset$ $\mathrm{Gr}\left(2, V_{4}\right)$. Hence $T(\mathrm{G})$ is isomorphic to the relative orthogonal Grassmannian $T(\mathrm{G}) \cong \mathrm{OG}\left(3, \wedge^{2} \mathcal{U}\right)$, where the later space is the disjoint union $\operatorname{Gr}(1,4,5) \sqcup$ $\operatorname{Gr}(3,4,5)$ of the two flag varieties.

Notation. $T^{3,1}(\mathrm{G}):=\mathrm{Gr}(1,4,5)$ and $T^{2,2}(\mathrm{G}):=\mathrm{Gr}(3,4,5)$ in equation (3).
The embedding $T(\mathrm{G})=T^{3,1}(\mathrm{G}) \sqcup T^{2,2}(\mathrm{G}) \hookrightarrow \mathbf{S}(\mathrm{G})$ is defined by the following ways.
(1) For a pair $\left(V_{1}, V_{4}\right) \in T^{3,1}(\mathrm{G})$ ( $V_{1}$ is a 1-dimensional vector space representing a vertex point of $\sigma_{3,1}$-plane),

$$
\left(V_{1}, V_{4}\right) \mapsto\left(W, V_{4}\right),
$$

where $W=\operatorname{ker}\left(\wedge^{2} V_{4} \rightarrow \wedge^{2}\left(V_{4} / V_{1}\right)\right)\left(=V_{1} \wedge V_{4}\right)$ is the 3-dimensional vector space. In this case, $\left(V_{1}, V_{4}\right)$ determines a $\sigma_{3,1}$-type plane.
(2) For a pair $\left(V_{3}, V_{4}\right) \in T^{2,2}(\mathrm{G})$,

$$
\left(V_{3}, V_{4}\right) \mapsto\left(\wedge^{2} V_{3}, V_{4}\right)
$$

In this case, $V_{3}$ determines a $\sigma_{2,2}$-type plane.

### 2.3. Determinant of matrix product

We recall the Cauchy-Binet formula here, which is useful for further calculation.

Proposition 2.5 (Cauchy-Binet formula). Let $A$ (resp. B) be a $n \times m$ (resp. $m \times n$ ) matrix where $n \leq m$. Then we have the following formula for the determinant of the matrix $A B$ :

$$
\operatorname{det}(A B)=\sum_{S \in\binom{[m]}{n}} \operatorname{det} A_{[n], S} \cdot \operatorname{det} B_{S,[n]},
$$

where $[m]=1,2, \ldots, m$ is a set and $\binom{[m]}{n}$ is a set of $n$ combinations of elements in $[m]$.

For $n=2, m=3$ case, we can check the following corollary by direct calculation.

Corollary 2.6 ([1, Example 4.9]). Let $A($ resp. B) be a $2 \times 3$ (resp. $3 \times 2$ ) matrix. Let $[A]_{0},[A]_{1}$ (resp. $[B]^{0},[B]^{1}$ ) be a row (resp. column) vector of $A$ (resp. B). Then

$$
\operatorname{det} A B=\left([A]_{0} \times[A]_{1}\right) \cdot\left([B]^{0} \times[B]^{1}\right)
$$

where ' $x$ ' is a cross product defined in $\mathbb{C}^{3}$.

## 3. Proof of Theorem 1.2

By Remark 1.4, for $m=1,2,3$, we have nothing to prove for Theorem 1.2. So we will consider $m=4,5$ case in this section. Recall the definition of the bundle $\mathcal{K}_{m}$ in equation (2), which is inherited from the hyperplanes $H_{1}$ and $H_{2}$ of $\mathbb{P}\left(\wedge^{2} V_{5}\right)$.

Definition. Let

- $\mathbf{S}(Y):=\operatorname{Gr}\left(3, \mathcal{K}_{m}\right) \subset \operatorname{Gr}\left(3, \wedge^{2} \mathcal{U}\right)=\mathbf{S}(\mathrm{G})$ and
- $T(Y):=\mathbf{S}(Y) \cap T(\mathrm{G})$ in $\mathbf{S}(\mathrm{G})$
for $Y=Y_{m}, m=4$ or 5 .
Note that the scheme structure of $\mathbf{S}(Y)$ and $T(\mathrm{G})$ are reduced ones. In this section, we prove our main Theorem 1.2. Firstly, in Section 3.1 and Section 3.3, we will describe the intersection part $T(Y)$ set-theoretically. Secondly, in Section 3.2 (resp. Section 3.4), we confirm the clean intersection of $\mathbf{S}(Y)$ and $T(\mathrm{G})$ for $Y=Y_{5}\left(\right.$ resp. $\left.Y_{4}\right)$. Note that the explicit computations in the following sections are extracted from the second named author's Ph.D. thesis ([10, Section 4.3.3, 4.3.4, 4.4.3]).


### 3.1. Set theoretic intersection of $S\left(Y_{5}\right)$ and $T(G)$

Let $\Omega:=p_{12}-p_{03}$ be the rank 4 skew-symmetric 2 form on $V\left(=\mathbb{C}^{5}\right)$ induced from the hyperplane $H_{1}$.

Proposition 3.1. The intersection part $T\left(Y_{5}\right)$ is a fiberation over $\operatorname{Gr}(3,4)$ linearly embedded in $\operatorname{Gr}(4,5)$, where the linear embedding is given by the 1-1 correspondence between 3-dimensional subspaces in $\mathbb{C}^{5} /\left\langle e_{4}\right\rangle$ and 4-dimensional subspaces in $V$ containing $\left\langle e_{4}\right\rangle$. Furthermore,
(1) the restriction $\left.\Omega\right|_{V_{4}}$ on $V_{4}$ becomes a rank 2 singular two form for each $V_{4} \in \operatorname{Gr}(3,4) \subset \operatorname{Gr}(4,5)$.
(2) The fiber of $T^{3,1}\left(Y^{5}\right) \subset \operatorname{Gr}(1,4,5)$ (resp. $T^{2,2}\left(Y^{5}\right) \subset \operatorname{Gr}(3,4,5)$ ) over $V_{4}$ is canonically identified with $\mathbb{P}\left(\left.\operatorname{ker} \Omega\right|_{V_{4}}\right) \cong \mathbb{P}^{1} \subset \mathbb{P}(V)$ (resp. $\left.\mathbb{P}\left(\left(V /\left.\operatorname{ker} \Omega\right|_{V_{4}}\right)^{*}\right) \cong \mathbb{P}^{1} \subset \mathbb{P}\left(\left(V_{4}\right)^{*}\right)\right)$.

Proof. (1) Consider an arbitrary 4-dimensional vector space $V_{4} \in \operatorname{Gr}(4,5)$. We can observe that rank $\left.\Omega\right|_{V_{4}} \geq 2$ since we have $\operatorname{rank} \Omega=4$ and $\operatorname{rank} \Omega \leq$ $\left.\operatorname{rank} \Omega\right|_{V_{4}}+2$. If rank $\left.\Omega\right|_{V_{4}}=4$, then there cannot exist a vector $v \in \mathbb{C}^{5}$ such that $v$ is orthogonal to $V_{4}$ with respect to the 2 -form $\Omega$. Hence there does not exist any $\sigma_{3,1}$-plane contained in the fiber of $T\left(Y^{5}\right)$ on $V_{4}$. Moreover, there cannot exist a 3 -dimensional subspace $V_{3} \subset V_{4}$ of $V_{4}$ such that $\left.\Omega\right|_{V_{3}}=0$ since we have $\left.\operatorname{rank} \Omega\right|_{V_{4}} \leq\left.\operatorname{rank} \Omega\right|_{V_{3}}+2$. Therefore, there is no $\sigma_{3,1}$-plane in the fiber of $T\left(Y^{5}\right)$ over $V_{4}$. In summary, the fiber of $T\left(Y^{5}\right)$ over $V_{4}$ is empty whenever $\left.\operatorname{rank} \Omega\right|_{V_{4}}=4$. Next, consider the case when $\left.\operatorname{rank} \Omega\right|_{V_{4}}=2$. Assume that $V \cap \operatorname{ker} \Omega=V \cap\left\langle e_{4}\right\rangle=\langle 0\rangle$. Then, since $\Omega=p_{12}-p_{03}$ descent to the rank 4 skew-symmetric 2 -form $\bar{\Omega}$ on quotient space $V /\left\langle e_{4}\right\rangle$. Since $V_{4} \cap\langle 0\rangle=0$, we can
easily observe that the natural isomorphism $\phi: V_{4} \xlongequal{\cong} V /\left\langle e_{4}\right\rangle$ preserves skewsymmetric two forms, i.e., $\phi^{*} \bar{\Omega}=\left.\Omega\right|_{V_{4}}$. Therefore $\left.\operatorname{rank} \Omega\right|_{V_{4}}=4$, which is a contradiction. Thus we have $\left\langle e_{4}\right\rangle \subset \mathbb{C}^{5}$. Conversely if $\left\langle e_{4}\right\rangle \subset \mathbb{C}^{5}=\operatorname{ker} \Omega$, then we have $\operatorname{rank} \Omega=2$. Therefore $\left.\operatorname{rank} \Omega\right|_{V_{4}}=2$ if and only if $V_{4} \in \operatorname{Gr}(3,4) \subset$ $\operatorname{Gr}(4,5)$, where $\operatorname{Gr}(3,4) \subset \operatorname{Gr}(4,5)$ is a linear embedding given by the 1-1 correspondence between 3 -dimensional subspaces in $\mathbb{C}^{5} /\left\langle e_{4}\right\rangle$ and 4-dimensional subspaces in $\mathbb{C}^{5}$ containing $e_{4}$.
(2) The fiber of $T^{3,1}\left(Y^{5}\right) \subset F(1,4,5)$ over $V_{4} \in \operatorname{Gr}(3,4) \subset \operatorname{Gr}(4,5)$ is represented by pairs $\left(p, V_{4}\right)$ such that $\Omega\left(p, V_{4}\right)=0$. Therefore, the fiber is canonically identified with $\mathbb{P}(\operatorname{ker} \Omega) \cong \mathbb{P}^{1} \subset \mathbb{P}\left(\mathbb{C}^{5}\right)$. The fiber of $T^{2,2}\left(Y^{5}\right) \subset F(3,4,5)$ over $V_{4}$ is represented by pairs $\left(V_{3}, V_{4}\right)$ such that $V_{3} \subset V_{4},\left.\Omega\right|_{V_{3}}=0$. Assume that $\left.V_{3} \cap \operatorname{ker} \Omega\right|_{V_{4}}=1$. Then there is a natural isomorphism $\phi: V_{3} /\left(\left.V_{3} \cap \operatorname{ker} \Omega\right|_{V_{4}}\right) \cong$ $V_{4} /\left.\operatorname{ker} \Omega\right|_{V_{4}}$. Then, when we denote by $\bar{\Omega}$ the induced 2 -form on $V_{4} /\left.\operatorname{ker} \Omega\right|_{V_{4}}$, and $\overline{\Omega^{\prime}}$ be the induced 2 -form on $V_{3} /\left(\left.V_{3} \cap \operatorname{ker} \Omega\right|_{V_{4}}\right)$, we can observe that $\phi^{*} \bar{\Omega}=\overline{\Omega^{\prime}}$. But we have $\operatorname{rank} \overline{\Omega^{\prime}}=0$ since $\left.\operatorname{rank} \Omega\right|_{V_{3}}=0$ and $\operatorname{rank} \bar{\Omega}=2$ since $\left.\operatorname{rank} \Omega\right|_{V_{4}}=2$, which leads to the contradiction. Therefore, we have ker $\left.\Omega\right|_{V_{4}} \subset$ $V_{3}$. Conversely, if $\left.\operatorname{ker} \Omega\right|_{V_{4}} \subset V_{3}$, then it is clear that rank $\left.\Omega\right|_{V_{3}}=0$. Therefore, the fiber is canonically identified with $\mathbb{P}\left(\left(V_{4} /\left.\operatorname{ker} \Omega\right|_{V_{4}}\right)^{*}\right) \cong \mathbb{P}^{1} \subset \mathbb{P}\left(\left(\mathbb{C}^{5}\right)^{*}\right)$.

### 3.2. Clean intersection of $S\left(Y_{5}\right)$ and $T(G)$

This subsection is devoted to prove Theorem 1.2 for the 5 -fold $Y_{5}$. By Lemma 2.4, we know that $T(\mathrm{G})$ is an $\operatorname{OG}(3,6) \cong \mathbb{P}^{3} \sqcup \mathbb{P}^{3}$-bundle over $\operatorname{Gr}(4,5)$, $\sigma_{3,1}$-planes and $\sigma_{2,2}$-planes corresponds to each disjoint $\mathbb{P}^{3}$. Denote them by $T(\mathrm{G})_{2,2}$ and $T(\mathrm{G})_{3,1}$, respectively. Since they are disjoint, we can consider them independently, i.e., it is enough to show that $I_{T(Y)_{2,2}, \mathbf{S}(\mathrm{G})}=I_{\mathbf{S}(Y), \mathbf{S}(\mathrm{G})}+$ $I_{T(\mathrm{G})_{2,2}, S(\mathrm{G})}, I_{T(Y)_{3,1}, \mathbf{S}(\mathrm{G})}=I_{\mathbf{S}(Y), \mathbf{S}(\mathrm{G})}+I_{T(\mathrm{G})_{3,1}, \mathbf{S}(\mathrm{G})}$, where $T(Y)_{2,2}:=T(\mathrm{G})_{2,2}$ $\cap \mathbf{S}(Y), T(Y)_{3,1}:=T(\mathrm{G})_{3,1} \cap \mathbf{S}(Y)$.

We check $I_{T(Y)_{2,2}, \mathbf{S}(\mathrm{G})}=I_{S(Y), \mathbf{S}(\mathrm{G})}+I_{T(\mathrm{G})_{2,2}, \mathbf{S}(\mathrm{G})}$ for affine local charts. Consider a chart for $\mathbf{S}(G)$. Since $\mathbf{S}(G)$ is a $\operatorname{Gr}(3,6)$-bundle over $\operatorname{Gr}(4,5)$, we should consider chart for $\Lambda \in \operatorname{Gr}(4,5)$ and $F \in \operatorname{Gr}(3,6)=\operatorname{Gr}\left(3, \wedge^{2} \Lambda\right)$. There are 5 standard charts for $\Lambda \in \operatorname{Gr}(4,5)$ :

$$
\begin{gathered}
\Lambda=\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & a \\
0 & 1 & 0 & 0 & b \\
0 & 0 & 1 & 0 & c \\
0 & 0 & 0 & 1 & d
\end{array}\right), \Lambda=\left(\begin{array}{lllll}
1 & 0 & 0 & a & 0 \\
0 & 1 & 0 & b & 0 \\
0 & 0 & 1 & c & 0 \\
0 & 0 & 0 & d & 1
\end{array}\right), \Lambda=\left(\begin{array}{ccccc}
1 & 0 & a & 0 & 0 \\
0 & 1 & b & 0 & 0 \\
0 & 0 & c & 1 & 0 \\
0 & 0 & d & 0 & 1
\end{array}\right), \\
\Lambda
\end{gathered}
$$

But in the first chart:

$$
\Lambda=\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & a \\
0 & 1 & 0 & 0 & b \\
0 & 0 & 1 & 0 & c \\
0 & 0 & 0 & 1 & d
\end{array}\right)
$$

the equation of $Y^{5}: p_{12}-p_{03}$ has no solution. Furthermore, since the symmetry interchanging the index 1,2 and 0,3 does not change the equation $p_{12}-p_{03}$, it is enough to consider the following two chart of $\operatorname{Gr}(4,5)$ :

$$
\Lambda=\left(\begin{array}{ccccc}
1 & 0 & a & 0 & 0 \\
0 & 1 & b & 0 & 0 \\
0 & 0 & c & 1 & 0 \\
0 & 0 & d & 0 & 1
\end{array}\right) \text { and } \Lambda=\left(\begin{array}{ccccc}
1 & 0 & 0 & a & 0 \\
0 & 1 & 0 & b & 0 \\
0 & 0 & 1 & c & 0 \\
0 & 0 & 0 & d & 1
\end{array}\right)
$$

Let us start with the first chart:

$$
\Lambda=\left(\begin{array}{lllll}
1 & 0 & a & 0 & 0 \\
0 & 1 & b & 0 & 0 \\
0 & 0 & c & 1 & 0 \\
0 & 0 & d & 0 & 1
\end{array}\right)
$$

Let $q_{01}, \ldots, q_{23}$ be a coordinate of a fiber of $\wedge^{2} \mathcal{U}$ over this chart, where $\mathcal{U}$ is a tautological rank 4 bundle over $\operatorname{Gr}(4,5)$. Then we have $p_{12}-p_{03}=-a q_{01}-$ $q_{02}+c q_{12}+d q_{13}$. By Proposition 3.1, $T^{2,2}(Y)$ is a fibration over $\operatorname{Gr}(3,4)$ linearly embedded in $\operatorname{Gr}(4,5)$, whose images are $\Lambda \in \operatorname{Gr}(4,5)$ such that $e_{4} \in \Lambda$. Therefore, we have equation $d=0$ in $I_{T(Y)_{2,2}}$.

Next, $\sigma_{2,2}$-plane corresponds to $\mathbb{P}^{2}$-plane in $\mathbb{P} \Lambda \cong \mathbb{P}^{3} \subset \mathbb{P}^{4}$ must one be of the following form (i.e., it correspond to the row space of the matrix $R \cdot \Lambda$ ):
$R=\left(\begin{array}{llll}1 & 0 & 0 & \alpha \\ 0 & 1 & 0 & \beta \\ 0 & 0 & 1 & \gamma\end{array}\right)$ or $\left(\begin{array}{llll}1 & 0 & \alpha & 0 \\ 0 & 1 & \beta & 0 \\ 0 & 0 & \gamma & 1\end{array}\right)$ or $\left(\begin{array}{llll}1 & \alpha & 0 & 0 \\ 0 & \beta & 1 & 0 \\ 0 & \gamma & 0 & 1\end{array}\right)$ or $\left(\begin{array}{llll}\alpha & 1 & 0 & 0 \\ \beta & 0 & 1 & 0 \\ \gamma & 0 & 0 & 1\end{array}\right)$.
Therefore, the intersection of $S(Y)$ and $T(\mathrm{G})$ arises only in the following three charts for fibers $F \in \operatorname{Gr}\left(3, \wedge^{2} \Lambda\right)$ :

$$
\begin{aligned}
& F=\left(\begin{array}{cccccc}
01 & 02 & 03 & 12 & 13 & 23 \\
1 & 0 & e & 0 & f & g \\
0 & 1 & h & 0 & i & j \\
0 & 0 & k & 1 & l & m
\end{array}\right), F=\left(\begin{array}{cccccc}
01 & 02 & 03 & 12 & 13 & 23 \\
1 & e & 0 & f & 0 & g \\
0 & h & 1 & i & 0 & j \\
0 & k & 0 & l & 1 & m
\end{array}\right), \\
& F=\left(\begin{array}{cccccc}
01 & 02 & 03 & 12 & 13 & 23 \\
e & 1 & 0 & f & g & 0 \\
h & 0 & 1 & i & j & 0 \\
k & 0 & 0 & l & m & 1
\end{array}\right) \text { and } F=\left(\begin{array}{cccccc}
01 & 02 & 03 & 12 & 13 & 23 \\
e & f & g & 1 & 0 & 0 \\
h & i & j & 0 & 1 & 0 \\
k & l & m & 0 & 0 & 1
\end{array}\right),
\end{aligned}
$$

where the upper indices are indices of Plücker coordinates. Let us start with the first chart:

$$
F=\left(\begin{array}{cccccc}
1 & 0 & e & 0 & f & g \\
0 & 1 & f & 0 & i & j \\
0 & 0 & g & 1 & l & m
\end{array}\right)
$$

In this case, we can easily observe that a $\sigma_{2,2}$-plane contained in this chart must correspond to the row space of a matrix of the form:

$$
R \Lambda=\left(\begin{array}{cccc}
1 & 0 & 0 & \alpha \\
0 & 1 & 0 & \beta \\
0 & 0 & 1 & \gamma
\end{array}\right) \cdot \Lambda
$$

For a matrix $M$, we let $M_{i}^{j}$ be a matrix obtained from $M$ by deleting $i$-th row and $j$-th column. From the equation $p_{12}-p_{03}=0$, and since $d=0$ for $\sigma_{2,2}$-planes in $T(Y)_{2,2}$, using Corollary 2.6, we can observe that the equation for $T(Y)_{2,2}$ in this chart is $\left(\left[R^{4}\right]_{i} \times\left[R^{4}\right]_{j}\right) \cdot\left(\left[\Lambda_{4}^{5}\right]^{1} \times\left[\Lambda_{4}^{5}\right]^{2}-\left[\Lambda_{4}^{5}\right]^{0} \times\left[\Lambda_{4}^{5}\right]^{3}\right)=$ $\left(\left[R^{4}\right]_{i} \times\left[R^{4}\right]_{j}\right) \cdot(c, 1,-a)=0$ for all $0 \leq i<j \leq 2$. Then, since $\left(\left[R^{4}\right]_{0} \times\left[R^{4}\right]_{2}\right)=$ $(0,-1,0)$, we have no solution. Therefore, the intersection of $T(\mathrm{G})$ and $S(Y)$ does not happens in this chart.

Next, we consider the second chart:

$$
F=\left(\begin{array}{cccccc}
1 & e & 0 & f & 0 & g \\
0 & f & 1 & i & 0 & j \\
0 & g & 0 & l & 1 & m
\end{array}\right)
$$

We can easily observe that a $\sigma_{2,2}$-plane contained in this chart must correspond to the row space of a matrix of the form:

$$
R \Lambda=\left(\begin{array}{cccc}
1 & 0 & \alpha & 0 \\
0 & 1 & \beta & 0 \\
0 & 0 & \gamma & 1
\end{array}\right) \cdot \Lambda
$$

In the same manner we can show that $\left(\left[R^{4}\right]_{i} \times\left[R^{4}\right]_{j}\right) \cdot\left(\left[\Lambda_{4}^{5}\right]^{1} \times\left[\Lambda_{4}^{5}\right]^{2}-\left[\Lambda_{4}^{5}\right]^{0} \times\right.$ $\left.\left[\Lambda_{4}^{5}\right]^{3}\right)=\left(\left[R^{4}\right]_{i} \times\left[R^{4}\right]_{j}\right) \cdot(c, 1,-a)=0$ for all $0 \leq i<j \leq 2$ is the equation for $T(Y)_{2,2}$ in this chart under the condition $d=0$. By direct calculations, we have $\gamma=0, \alpha c+\beta+a=0$.

We observe that this $\sigma_{2,2}$-plane which correspond to the row space of the matrix $R \Lambda$ correspond to the following matrix form in the chart of $F$ :

$$
\left(\begin{array}{cccccc}
1 & \beta & 0 & -\alpha & 0 & 0 \\
0 & \gamma & 1 & 0 & 0 & \alpha \\
0 & 0 & 0 & \gamma & 1 & \beta
\end{array}\right)
$$

In summary, we obtain the full description of the equation of $T^{2,2}(Y)$ in the chart:

$$
I_{T^{2,2}(Y)}=\langle g, i, k, f+j, e-m, h, l, d,-f c+e+a\rangle .
$$

On the other hand, from the equation $-a q_{01}-q_{02}+c q_{12}+d q_{13}$, we have

$$
I_{S(Y)}=\langle-a-e+c f,-h+c i,-k+c l+d\rangle .
$$

And clearly, the equation for $T(\mathrm{G})_{2,2}$ is given by

$$
I_{T^{2,2}(\mathrm{G})}=\langle g, i, k, f+j, e-m, h-l\rangle .
$$

Therefore, we can check the following clean intersection by direct calculation

$$
I_{T(\mathrm{G})_{2,2}}+I_{S(Y)}=I_{T(Y)_{2,2}}
$$

Next, we consider the third chart:

$$
F=\left(\begin{array}{cccccc}
e & 1 & 0 & f & g & 0 \\
h & 0 & 1 & i & j & 0 \\
k & 0 & 0 & l & m & 1
\end{array}\right) .
$$

Then we can easily observe that a $\sigma_{2,2}$-plane contained in this chart must correspond to the row space of a matrix of the form

$$
R \Lambda=\left(\begin{array}{llll}
1 & \alpha & 0 & 0 \\
0 & \beta & 1 & 0 \\
0 & \gamma & 0 & 1
\end{array}\right) \cdot \Lambda
$$

Then in the same manner, we can calculate $I_{T(Y)_{2,2}}, I_{S(Y)}$ and $I_{T(\mathrm{G})_{2,2}}$ by direct calculation:

$$
\begin{aligned}
I_{T(Y)_{2,2}} & =\langle g, i, k, f-j, e-m, h, l, d, f c-1-e a\rangle \\
I_{S(Y)} & =\langle-a e+c f+d g-1,-a h+c i+d j,-a k+d l+d m\rangle \\
I_{T(\mathrm{G})_{2,2}} & =\langle g, i, k, f-j, e-m, h+l\rangle
\end{aligned}
$$

Therefore we can check the clean intersection $I_{T^{2,2}(Y)}=I_{S(Y)}+I_{T^{2,2}(\mathrm{G})}$ by direct calculation.

At last, we consider the fourth chart:

$$
F=\left(\begin{array}{cccccc}
e & f & g & 1 & 0 & 0 \\
h & i & j & 0 & 1 & 0 \\
k & l & m & 0 & 0 & 1
\end{array}\right) .
$$

Then we can easily observe that a $\sigma_{2,2}$-plane contained in this chart must correspond to the row space of a matrix of the form:

$$
R \Lambda=\left(\begin{array}{llll}
\alpha & 1 & 0 & 0 \\
\beta & 0 & 1 & 0 \\
\gamma & 0 & 0 & 1
\end{array}\right) \cdot \Lambda
$$

Then in the same manner, we can calculate $I_{T^{2,2}(Y)}, I_{S(Y)}$ and $I_{T^{2,2}(\mathrm{G})}$ by direct calculation:

$$
\begin{aligned}
I_{T^{2,2}(Y)} & =\langle g, i, k, f-j, e+m, h, l, d, c-f-a e\rangle, \\
I_{\mathbf{S}(Y)} & =\langle-a e+c-f,-a h+d-i,-a k-l\rangle, \\
I_{T^{2,2}(\mathrm{G})} & =\langle g, i, k, f-j, e+m, h-l\rangle .
\end{aligned}
$$

Therefore we can check the clean intersection $I_{T^{2,2}(Y)}=I_{S(Y)}+I_{T^{2,2}(\mathrm{G})}$ by direct calculation.

In summary, we checked the clean intersection $I_{S(Y)}+I_{T^{2,2}(G)}$ for the chart

$$
\Lambda=\left(\begin{array}{ccccc}
1 & 0 & a & 0 & 0 \\
0 & 1 & b & 0 & 0 \\
0 & 0 & c & 1 & 0 \\
0 & 0 & d & 0 & 1
\end{array}\right) \in \operatorname{Gr}(4,5)
$$

and all charts for $F \in \operatorname{Gr}\left(3, \wedge^{2} \Lambda\right)$.
We can also check the clean intersection for the second chart:

$$
\Lambda=\left(\begin{array}{lllll}
1 & 0 & 0 & a & 0 \\
0 & 1 & 0 & b & 0 \\
0 & 0 & 1 & c & 0 \\
0 & 0 & 0 & d & 1
\end{array}\right)
$$

But the computation proceeds exactly in the same manner as the case of first chart so we do not write it down here.

Next, we can also check clean intersection at $T(Y)_{3,1}$. We should check $I_{T^{3,1}(Y), \mathbf{S}(\mathrm{G})}=I_{\mathbf{S}(Y), \mathbf{S}(\mathrm{G})}+I_{T^{3,1}(G), \mathbf{S}(\mathrm{G})}$. We first consider an open chart for $\mathbf{S}(\mathrm{G})$. Same as in the case of $T(Y)_{2,2}$, it is enough to consider 2 chart for $\Lambda$ :

$$
\Lambda=\left(\begin{array}{lllll}
1 & 0 & a & 0 & 0 \\
0 & 1 & b & 0 & 0 \\
0 & 0 & c & 1 & 0 \\
0 & 0 & d & 0 & 1
\end{array}\right) \text { and } \Lambda=\left(\begin{array}{ccccc}
1 & 0 & 0 & a & 0 \\
0 & 1 & 0 & b & 0 \\
0 & 0 & 1 & c & 0 \\
0 & 0 & 0 & d & 1
\end{array}\right)
$$

Let us start with the first chart :

$$
\Lambda=\left(\begin{array}{ccccc}
1 & 0 & a & 0 & 0 \\
0 & 1 & b & 0 & 0 \\
0 & 0 & c & 1 & 0 \\
0 & 0 & d & 0 & 1
\end{array}\right)
$$

Let $q_{01}, \ldots, q_{23}$ be a coordinate of a fiber of $\wedge^{2} \mathcal{U}$ over this chart. Then we have $p_{12}-p_{03}=-a q_{01}-q_{02}+c q_{12}+d q_{13}$.

Next, by Proposition 3.1, $T^{3,1}(Y)$ is a fibration over $\operatorname{Gr}(3,4)$ linearly embedded in $\operatorname{Gr}(4,5)$, whose images are $\Lambda \in \operatorname{Gr}(4,5)$ such that $e_{4} \in \Lambda$. Therefore, we have equation $d=0$ in $I_{T^{3,1}(Y)}$. Furthermore, by Proposition 3.1 again, a pair $(x, \Lambda) \in T^{3,1}(\mathrm{G})$ over $\Lambda$ contained in $T^{3,1}(Y)$ if and only if the vertex $x$ must be contained in the projectivized kernel of the 2-form $\left(-a p_{01}+c p_{12}+d p_{13}-p_{02}\right)$, which is equal to $\mathbb{P}^{1}=\mathbb{P}\langle(c, 1,-a, 0),(0,0,0,1)\rangle$. Therefore we should consider two types of the vertex $x: x=(c, 1,-a, s)$ and $x=(s c, s,-s a, 1)$, where $s \in k$. Let us start with the first vertex type: $x=(c, 1,-a, s)$. The corresponding $\sigma_{3,1}$-plane is spanned by $(c, 1,-a, s) \wedge(1,0,0,0),(c, 1,-a, s) \wedge(0,0,1,0)$, $(c, 1,-a, s) \wedge(0,0,0,1)$. So we can rewrite it by a following $3 \times 6$-matrix:

$$
\left(\begin{array}{cccccc}
1 & -a & s & 0 & 0 & 0 \\
0 & c & 0 & 1 & 0 & -s \\
0 & 0 & c & 0 & 1 & -a
\end{array}\right) .
$$

Thus, intersection of $S(Y)$ and $T^{3,1}(G)$ only occurs in the following chart of $F$ :

$$
F=\left(\begin{array}{cccccc}
1 & e & f & 0 & 0 & g \\
0 & h & i & 1 & 0 & j \\
0 & k & l & 0 & 1 & m
\end{array}\right)
$$

Therefore, we have $I_{T(Y)_{3,1}}=\langle f+j, e-m, e+a, h-l, c-h, g, i, k, d\rangle$.
On the other hand, $\sigma_{3,1}$-plane contained in this chart of $F$ is defined by the vertex of the form $x=(\alpha, 1, \beta, \gamma)$ which correspond to the following $3 \times 6$ matrix:

$$
\left(\begin{array}{cccccc}
1 & \beta & \gamma & 0 & 0 & 0 \\
0 & \alpha & 0 & 1 & 0 & -\gamma \\
0 & 0 & \alpha & 0 & 1 & \beta
\end{array}\right)
$$

Thus, we have $I_{T(\mathrm{G})_{3,1}}=\langle f+j, e-m, h-l, g, i, k\rangle$. Furthermore, from the equation $-a q_{01}-q_{02}+c q_{12}+d q_{13}$, we obtain the equation for $S(Y)$, i.e., $I_{S(Y)}=\langle-a-e, c-h, d-k\rangle$. Finally, we can check the clean intersection $I_{T(Y)_{3,1}}=I_{T(\mathrm{G})_{3,1}}+I_{S(Y)}$ by direct calculation.

Next, we consider the second vertex type $x=(s c, s,-s a, 1)$. The corresponding $\sigma_{3,1}$-plane is spanned by $(s c, s,-s a, 1) \wedge(1,0,0,0),(s c, s,-s a, 1) \wedge$ $(0,1,0,0),(s c, s,-s a, 1) \wedge(0,0,1,0)$. So we can rewrite it by a following $3 \times 6$ matrix:

$$
\left(\begin{array}{cccccc}
s & -s a & 1 & 0 & 0 & 0 \\
-s c & 0 & 0 & -s a & 1 & 0 \\
0 & -s c & 0 & -s & 0 & 1
\end{array}\right)
$$

Thus the intersection of $S(Y)$ and $T^{3,1}(\mathrm{G})$ only occurs in the following chart of $F$ :

$$
F=\left(\begin{array}{cccccc}
e & f & 1 & g & 0 & 0 \\
h & i & 0 & j & 1 & 0 \\
k & l & 0 & m & 0 & 1
\end{array}\right)
$$

Therefore, we have $I_{T(Y)_{3,1}}=\langle f-j, h-l, e+m, g, i, k, f+e a, l-c m, d\rangle$.
On the other hand, $\sigma_{3,1}$-plane contained in this chart of $F$ is defined by the vertex of the form $x=(\alpha, \beta, \gamma, 1)$ which correspond to the following $3 \times 6$ matrix:

$$
\left(\begin{array}{cccccc}
\beta & \gamma & 1 & 0 & 0 & 0 \\
-\alpha & 0 & 0 & \gamma & 1 & 0 \\
0 & -\alpha & 0 & -\beta & 0 & 1
\end{array}\right)
$$

Thus, we have $I_{T(\mathrm{G})_{3,1}}=\langle f-j, h-l, e+m, g, i, k\rangle$. Furthermore, from the equation $-a q_{01}-q_{02}+c q_{12}+d q_{13}$, we obtain the equation for $S(Y)$, i.e., $I_{S(Y)}=\langle-a e-f+e g,-a h-i+c j+d,-a k-l+c m\rangle$. Finally, we can check the clean intersection $I_{T(Y)_{3,1}}=I_{T(\mathrm{G})_{3,1}}+I_{S(Y)}$ by direct calculation.

In summary, we checked the clean intersection $I_{S(Y)}+I_{T(\mathrm{G})_{3,1}}=I_{T(Y)_{3,1}}$ for the chart

$$
\Lambda=\left(\begin{array}{lllll}
1 & 0 & a & 0 & 0 \\
0 & 1 & b & 0 & 0 \\
0 & 0 & c & 1 & 0 \\
0 & 0 & d & 0 & 1
\end{array}\right)
$$

We can also check the clean intersection for the second chart. But it proceeds exactly in the same manner as the case of first chart so we do not write it down here. In summary, we checked the clean intersection of $\mathbf{S}(Y)$ and $T(\mathrm{G})$ in $\mathbf{S}(\mathrm{G})$ by direct calculation.

### 3.3. Set theoretic intersection of $S\left(Y_{4}\right)$ and $T(G)$

Let $\Omega_{1}:=p_{12}-p_{03}$ and $\Omega_{2}:=p_{13}-p_{24}$ be the skew-symmetric 2-forms on $V\left(=\mathbb{C}^{5}\right)$ induced from the hyperplanes $H_{1}$ and $H_{2}$, respectively.
Proposition 3.2. The intersection part $T\left(Y^{4}\right)$ is a double cover over $\mathbb{P}^{1} \cong$ $\operatorname{Gr}(1,2) \subset \operatorname{Gr}(4,5)$, with 2 connected components, where $\operatorname{Gr}(1,2) \subset \operatorname{Gr}(4,5)$ is a linear embedding given by 1-1 correspondence between 1-dimensional subspaces in $\mathbb{C}^{5} /\left\langle e_{0}, e_{1}, e_{4}\right\rangle$ and 4-dimensional subspaces in $\mathbb{C}^{5}$ containing $\left\langle e_{0}, e_{1}\right.$, $\left.e_{4}\right\rangle$. Furthermore,
(1) the restriction $\left.\Omega_{i}\right|_{V_{4}}$ on $V_{4}$ for $i=1,2$ become a rank 2 singular two form for each $V_{4} \in \operatorname{Gr}(1,2) \subset \operatorname{Gr}(4,5)$.
(2) The fiber of $T\left(Y^{4}\right)$ over $V_{4} \in \mathrm{Gr}(1,2)$ is a 2-point set, one point is the fiber of $T^{3,1}\left(Y^{4}\right) \subset \operatorname{Gr}(1,4,5)$ over $V_{4}$ defined by a pair $\left(\left.\operatorname{ker} \Omega_{1}\right|_{V_{4}} \cap\right.$ $\left.\left.\operatorname{ker} \Omega_{2}\right|_{V_{4}}, V_{4}\right)$, and the other point is a fiber of $T^{2,2}\left(Y^{4}\right) \subset \operatorname{Gr}(3,4,5)$ over $V_{4}$ defined by a pair $\left(\left.\operatorname{ker} \Omega_{1}\right|_{V_{4}}+\left.\operatorname{ker} \Omega_{2}\right|_{V_{4}}, V_{4}\right)$.
Proof. (1) From the proof of Proposition 3.2, we can obtain that rank $\Omega_{1}$ and $\operatorname{rank} \Omega_{2} \geq 2$, and the fiber of $T\left(Y^{4}\right)$ over $V_{4}$ is empty if $\left.\operatorname{rank} \Omega_{1}\right|_{V_{4}}$ or $\left.\operatorname{rank} \Omega_{2}\right|_{V_{4}}$ is 4. Therefore, it enough to consider the case that $\left.\operatorname{rank} \Omega_{1}\right|_{V_{4}}=\left.\operatorname{rank} \Omega_{2}\right|_{V_{4}}=2$.
(2) Assume that $\left.\operatorname{ker} \Omega_{1}\right|_{V_{4}}=\left.\operatorname{ker} \Omega_{2}\right|_{V_{4}}$. Since $\left.\left\langle e_{4}\right\rangle \subset \operatorname{ker} \Omega_{1}\right|_{V_{4}}$ and $\left\langle e_{0}\right\rangle \subset$ $\left.\operatorname{ker} \Omega_{2}\right|_{V_{4}}$, we have $\left.\operatorname{ker} \Omega_{1}\right|_{V_{4}}=\left.\operatorname{ker} \Omega_{2}\right|_{V_{4}}=\left\langle e_{0}, e_{4}\right\rangle$. Then, for an element $a e_{1}+b e_{2}+c e_{3} \in V_{4}$, we have $c=b=0$ from the relation $\left.\Omega_{1}\right|_{V_{4}}=\left.\Omega_{2}\right|_{V_{4}}=0$ which contradicts to the fact that $V_{4}$ is a 4-dimensional vector space. Therefore $\left.\operatorname{ker} \Omega_{1}\right|_{V_{4}}$ and $\left.\operatorname{ker} \Omega_{2}\right|_{V_{4}}$ cannot be equal. Next, consider the case when $\left.\left.\operatorname{ker} \Omega_{1}\right|_{V_{4}} \cap \operatorname{ker} \Omega_{2}\right|_{V_{4}}=\langle v\rangle$, i.e., 1-dimensional vector space generated by $v \in \mathbb{C}^{5}$. If we write $v=a_{0} e_{0}+\cdots+a_{4} e_{4}$, then from the condition that $\Omega_{1}\left(v, e_{0}\right)=$ $\Omega_{2}\left(v, e_{4}\right)=0$, we have $b_{2}=b_{3}=0$. Therefore we conclude that $\left\langle e_{0}, e_{1}, e_{4}\right\rangle \subset$ $V_{4}$. Conversely, if $\left\langle e_{0}, e_{1}, e_{4}\right\rangle \subset V_{4}$, then we can observe that $\left.\operatorname{ker} \Omega_{1}\right|_{V_{4}} \subset$ $\left\langle e_{0}, e_{1}, e_{4}\right\rangle$, ker $\left.\Omega_{2}\right|_{V_{4}} \subset\left\langle e_{0}, e_{1}, e_{4}\right\rangle$ in the same manner. Therefore we have $\left.\left.\operatorname{ker} \Omega_{1}\right|_{V_{4}} \cap \operatorname{ker} \Omega_{2}\right|_{V_{4}}$ is a 1-dimensional vector space. Hence, the locus where $\left.\left.\operatorname{ker} \Omega_{1}\right|_{V_{4}} \cap \operatorname{ker} \Omega_{2}\right|_{V_{4}}$ is 1-dimensional is the image of the linear embedding $\operatorname{Gr}(1,2) \subset \operatorname{Gr}(4,5)$, given by the 1-1 correspondence between 1-dimensional subspaces in $\mathbb{C}^{5} /\left\langle e_{0}, e_{1}, e_{4}\right\rangle$ and 4 -dimensional subspaces in $\mathbb{C}^{5}$ containing $\left\langle e_{0}, e_{1}, e_{4}\right\rangle$. Furthermore, when we consider a 4 -dimensional subspace $V_{4} \in$
$\operatorname{Gr}(1,2) \subset \operatorname{Gr}(4,5)$ of $\mathbb{C}^{5}$, the fiber $T^{3,1}\left(Y^{4}\right) \subset F(1,4,5)$ over $V_{4}$ is represented by a pair $\left(\left.\left.\operatorname{ker} \Omega_{1}\right|_{V_{4}} \cap \operatorname{ker} \Omega_{2}\right|_{V_{4}}, V_{4}\right)$, and the fiber $T^{2,2}\left(Y^{4}\right) \subset F(3,4,5)$ over $V_{4}$ is represented by a pair $\left(\left.\operatorname{ker} \Omega_{1}\right|_{V_{4}}+\left.\operatorname{ker} \Omega_{2}\right|_{V_{4}}, V_{4}\right)$. It is obvious that the fiber of $T\left(Y^{4}\right)$ is empty over the 4-dimensional subspace $V_{4}$ of $\mathbb{C}^{5}$, where $\left.\left.\operatorname{ker} \Omega_{1}\right|_{V_{4}} \cap \operatorname{ker} \Omega_{2}\right|_{V_{4}}=\langle 0\rangle$.

### 3.4. Clean intersection of $S\left(Y_{4}\right)$ and $T(G)$

This subsection is devoted to prove Theorem 1.2 for the 4 -fold $Y_{4}$. First we consider charts for $\mathbf{S}(G)$. Since $\mathbf{S}(\mathrm{G})$ is $\operatorname{Gr}(3,6)$-bundle over $\operatorname{Gr}(4,5)$, we should consider chart for $\Lambda \in \operatorname{Gr}(4,5)$ and $F \in \operatorname{Gr}(3,6)=\operatorname{Gr}\left(3, \wedge^{2} \Lambda\right)$. There are 5 standard charts for $\Lambda \in \operatorname{Gr}(4,5)$ :

$$
\begin{aligned}
& \Lambda=\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & a \\
0 & 1 & 0 & 0 & b \\
0 & 0 & 1 & 0 & c \\
0 & 0 & 0 & 1 & d
\end{array}\right), \Lambda=\left(\begin{array}{lllll}
1 & 0 & 0 & a & 0 \\
0 & 1 & 0 & b & 0 \\
0 & 0 & 1 & c & 0 \\
0 & 0 & 0 & d & 1
\end{array}\right), \Lambda=\left(\begin{array}{ccccc}
1 & 0 & a & 0 & 0 \\
0 & 1 & b & 0 & 0 \\
0 & 0 & c & 1 & 0 \\
0 & 0 & d & 0 & 1
\end{array}\right), \\
& \Lambda=\left(\begin{array}{lllll}
1 & a & 0 & 0 & 0 \\
0 & b & 1 & 0 & 0 \\
0 & c & 0 & 1 & 0 \\
0 & d & 0 & 0 & 1
\end{array}\right) \text { and } \Lambda=\left(\begin{array}{ccccc}
a & 1 & 0 & 0 & 0 \\
b & 0 & 1 & 0 & 0 \\
c & 0 & 0 & 1 & 0 \\
d & 0 & 0 & 0 & 1
\end{array}\right) .
\end{aligned}
$$

By Proposition 3.2 (and compare Remark 2.3), we know that $T(Y)$ is the double cover over the linear embedding $\mathbb{P}^{1} \cong \operatorname{Gr}\left(1, \mathbb{C}^{4} /\left\langle e_{0}, e_{1}, e_{4}\right\rangle\right) \subset \operatorname{Gr}(4,5)$. Therefore, the intersection of $T(\mathrm{G})$ and $\mathbf{S}(Y)$ only occurs in the following two charts:

$$
\Lambda=\left(\begin{array}{ccccc}
1 & 0 & a & 0 & 0 \\
0 & 1 & b & 0 & 0 \\
0 & 0 & c & 1 & 0 \\
0 & 0 & d & 0 & 1
\end{array}\right) \text { and } \Lambda=\left(\begin{array}{ccccc}
1 & 0 & 0 & a & 0 \\
0 & 1 & 0 & b & 0 \\
0 & 0 & 1 & c & 0 \\
0 & 0 & 0 & d & 1
\end{array}\right)
$$

and $a=b=d=0$ contained in the equations of $T(Y)$ in both cases, i.e., $a, b, d \in I_{T(Y)}$. Since $T(Y)=T^{2,2}(Y) \coprod T^{3,1}(Y)$, we can consider each part independently. We consider the clean intersection at $T(Y)_{3,1}$ firstly. Consider the first chart:

$$
\Lambda=\left(\begin{array}{lllll}
1 & 0 & a & 0 & 0 \\
0 & 1 & b & 0 & 0 \\
0 & 0 & c & 1 & 0 \\
0 & 0 & d & 0 & 1
\end{array}\right)
$$

Let $q_{01}, \ldots, q_{23}$ be a coordinate of a fiber of $\wedge^{2} \mathcal{U}$ over this chart. Then we have $p_{12}-p_{03}=-a q_{01}-q_{02}+c q_{12}+d q_{13}$ and $p_{13}-p_{24}=-a q_{03}+q_{12}-b q_{13}-c q_{23}$. Each $\sigma_{3,1}$-plane in $T(Y)_{3,1}$ which correspond to the vertex $x \in \mathbb{P} \Lambda \subset \mathbb{C}^{5}$ such that $\left(-q_{02}+c q_{12}\right)(x, y)=0,\left(q_{12}-c q_{23}\right)(x, y)=0$ (here, we consider $q_{i j}$ as a skew-symmetric two form) for all $y \in \Lambda$, because we have $a=b=d=0$ in $T^{3,1}(Y)$. Then, by direct calculation, we can check that the sigma $\sigma_{3,1}$-plane
correspond to the vertex $x$ contained in $T(Y)_{3,1}$ if and only if it satisfies the equations:

$$
\begin{aligned}
& \left(\begin{array}{llll}
x_{0} & x_{1} & x_{2} & x_{3}
\end{array}\right)\left(\begin{array}{cccc}
0 & -a y_{1} & -y_{2} & 0 \\
a y_{0} & 0 & c y_{2} & d y_{3} \\
y_{0} & -c y_{1} & 0 & 0 \\
0 & -d y_{1} & 0 & 0
\end{array}\right)=0 \\
& \left(\begin{array}{llll}
x_{0} & x_{1} & x_{2} & x_{3}
\end{array}\right)\left(\begin{array}{cccc}
0 & 0 & 0 & -a y_{3} \\
0 & 0 & y_{2} & -b y_{3} \\
0 & -y_{1} & 0 & -c y_{3} \\
a y_{0} & b y_{1} & c y_{2} & 0
\end{array}\right)=0
\end{aligned}
$$

for all $y=\left(y_{0}, y_{1}, y_{2}, y_{3}\right) \in \Lambda$. Thus, we conclude that $x=\left[-c^{2}:-c: 0\right.$ : $1] \in \mathbb{P} \Lambda$. Then, the corresponding $\sigma_{3,1}$-plane is spanned by $\left(-c^{2},-c, 0,1\right) \wedge$ $(1,0,0,0),\left(-c^{2},-c, 0,1\right) \wedge(0,1,0,0),\left(-c^{2},-c, 0,1\right) \wedge(0,0,1,0)$. So we can rewrite it by a following $3 \times 6$-matrix:

$$
\left(\begin{array}{cccccc}
-c & 0 & 1 & 0 & 0 & 0 \\
c^{2} & 0 & 0 & 0 & 1 & 0 \\
0 & c^{2} & 0 & c & 0 & 1
\end{array}\right) .
$$

Thus, the intersection of $\mathbf{S}(Y)$ and $T(\mathrm{G})_{3,1}$ only occurs in the following chart of $F$ :

$$
F=\left(\begin{array}{cccccc}
e & f & 1 & g & 0 & 0 \\
h & i & 0 & j & 1 & 0 \\
k & l & 0 & m & 0 & 1
\end{array}\right)
$$

In this chart, we can compute the ideal of $T^{3,1}(Y)$ :

$$
T(Y)_{3,1}=\left\langle a, b, d, g, i, k, f, j, e+m, h-l, h-c^{2}, e+c\right\rangle
$$

On the other hand, $\sigma_{3,1}$-plane contained in this chart of $F$ is defined by the vertex of the form: $x=(\alpha, \beta, \gamma, 1)$ which correspond to the following $3 \times 6$ matrix:

$$
\left(\begin{array}{cccccc}
\beta & \gamma & 1 & 0 & 0 & 0 \\
-\alpha & 0 & 0 & \gamma & 1 & 0 \\
0 & -\alpha & 0 & -\beta & 0 & 1
\end{array}\right) .
$$

Thus, we have $I_{T^{3,1}(\mathrm{G})}=\langle f-j, e+m, h-l, g, i, k\rangle$. On the other hand, from the equations $-a q_{01}-q_{02}+c q_{12}+d q_{13}$ and $-a q_{03}+q_{12}-b q_{13}-c q_{23}$, we obtain ideal for $\mathbf{S}(Y)$ :

$$
I_{\mathbf{S}(Y)}=\langle-a e-f+c g,-a h-i+c j+d,-a k-l+c m,-a+g, j-b, m-c\rangle
$$

Thus, we can check the clean intersection $I_{T(Y)_{3,1}}=I_{S(Y)}+I_{T(\mathrm{G})_{3,1}}$ in the first chart of $\Lambda$ by direct calculation.

Next, consider the second chart

$$
\Lambda=\left(\begin{array}{lllll}
1 & 0 & 0 & a & 0 \\
0 & 1 & 0 & b & 0 \\
0 & 0 & 1 & c & 0 \\
0 & 0 & 0 & d & 1
\end{array}\right)
$$

Let $q_{01}, \ldots, q_{23}$ be a coordinate of a fiber of $\wedge^{2} \mathcal{U}$ over this chart. Then we have $p_{12}-p_{03}=-b q_{01}-c q_{02}-d q_{03}+q_{12}$ and $p_{13}-p_{24}=-a q_{01}+c q_{12}+d q_{13}-q_{23}$. In the same manner as in the first chart case, we can show that $\sigma_{3,1}$-plane in $T(Y)^{3,1}$ correspond to the vertex $x=\left[1: c: 0:-c^{2}\right] \in \mathbb{P} \Lambda$. The corresponding $\sigma_{3,1}$-plane is spanned by $\left(-c^{2},-c, 0,1\right) \wedge(0,1,0,0),\left(-c^{2},-c, 0,1\right) \wedge(0,0,1,0)$, $\left(-c^{2},-c, 0,1\right) \wedge(0,0,0,1)$. So we can rewrite it by a following $3 \times 6$-matrix:

$$
\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & c^{2} & 0 \\
0 & 1 & 0 & c & 0 & c^{2} \\
0 & 0 & 1 & 0 & c & 0
\end{array}\right) .
$$

Thus, the intersection of $\mathbf{S}(Y)$ and $T(\mathrm{G})_{3,1}$ only occurs in the following chart of $F \in G r\left(3, \wedge^{2} \Lambda\right)$ :

$$
F=\left(\begin{array}{cccccc}
1 & 0 & 0 & e & f & g \\
0 & 1 & 0 & h & i & j \\
0 & 0 & 1 & k & l & m
\end{array}\right) .
$$

In this chart, we can compute the ideal of $T(Y)^{3,1}$ :

$$
T(Y)_{3,1}=\left\langle a, b, d, g, i, k, e, m, h-l, f-j, h-c, f-c^{2}\right\rangle .
$$

On the other hand, $\sigma_{3,1}$-plane contained in this chart of $F$ is defined by the vertex of the form $x=(1, \alpha, \beta, \gamma)$ which correspond to the following $3 \times 6$ matrix:

$$
\left(\begin{array}{cccccc}
1 & 0 & 0 & -\beta & -\gamma & 0 \\
0 & 1 & 0 & \alpha & 0 & -\gamma \\
0 & 0 & 1 & 0 & \alpha & \beta
\end{array}\right) .
$$

Thus, we have $I_{T(\mathrm{G})_{3,1}}=\langle g, i, k, f-j, h-l, e+m\rangle$. On the other hand, from the equations $-b q_{01}-c q_{02}-d q_{03}+q_{12}$ and $-a q_{01}+c q_{12}+d q_{13}-q_{23}$, we obtain ideal for $\mathbf{S}(Y)$ :

$$
I_{S(Y)}=\langle-b+e,-c+h,-d+k,-a+c e+d f-g, c h+d i-j, c k+d l-m\rangle .
$$

So, we can check the clean intersection $I_{T(Y)_{3,1}}=I_{S(Y)}+I_{T(\mathrm{G})_{3,1}}$ in the second chart of $\Lambda$ by direct calculation. In summary, we checked clean intersection at $T(Y)_{2,2}$.

Next, we check clean intersection at $T^{2,2}(Y)$. Let us start with the first chart for $\Lambda$ :

$$
\Lambda=\left(\begin{array}{lllll}
1 & 0 & a & 0 & 0 \\
0 & 1 & b & 0 & 0 \\
0 & 0 & c & 1 & 0 \\
0 & 0 & d & 0 & 1
\end{array}\right)
$$

Next $\sigma_{2,2}$-plane corresponds to $\mathbb{P}^{2}$-plane in $\mathbb{P} \Lambda \cong \mathbb{P}^{3} \subset \mathbb{P}^{4}$ must one be of the following form (i.e., it correspond to the row space of the matrix $R \cdot \Lambda$ ):

$$
R=\left(\begin{array}{llll}
1 & 0 & 0 & \alpha \\
0 & 1 & 0 & \beta \\
0 & 0 & 1 & \gamma
\end{array}\right) \text { or }\left(\begin{array}{llll}
1 & 0 & \alpha & 0 \\
0 & 1 & \beta & 0 \\
0 & 0 & \gamma & 1
\end{array}\right) \text { or }\left(\begin{array}{llll}
1 & \alpha & 0 & 0 \\
0 & \beta & 1 & 0 \\
0 & \gamma & 0 & 1
\end{array}\right) \text { or }\left(\begin{array}{llll}
\alpha & 1 & 0 & 0 \\
\beta & 0 & 1 & 0 \\
\gamma & 0 & 0 & 1
\end{array}\right) .
$$

Therefore, the intersection of $\mathbf{S}(Y)$ and $T(\mathrm{G})^{2,2}$ arises only in the following four charts of $F$ :

$$
\begin{gathered}
F=\left(\begin{array}{cccccc}
01 & 02 & 03 & 12 & 13 & 23 \\
1 & 0 & e & 0 & f & g \\
0 & 1 & h & 0 & i & j \\
0 & 0 & k & 1 & l & m
\end{array}\right), F=\left(\begin{array}{cccccc}
01 & 02 & 03 & 12 & 13 & 23 \\
1 & e & 0 & f & 0 & g \\
0 & h & 1 & i & 0 & j \\
0 & k & 0 & l & 1 & m
\end{array}\right), \\
F=\left(\begin{array}{cccccc}
e & 0 & 03 & 12 & 13 & 23 \\
h & 0 & 1 & i & j & 0 \\
k & 0 & 0 & l & m & 1
\end{array}\right) \text { and } F=\left(\begin{array}{cccccc}
01 & 02 & 03 & 12 & 13 & 23 \\
h & f & g & 1 & 0 & 0 \\
h & i & j & 0 & 1 & 0 \\
k & l & m & 0 & 0 & 1
\end{array}\right),
\end{gathered}
$$

where the upper indices are indices of Plücker coordinates. Let us start with the first chart:

$$
F=\left(\begin{array}{cccccc}
1 & 0 & e & 0 & f & g \\
0 & 1 & f & 0 & i & j \\
0 & 0 & g & 1 & l & m
\end{array}\right) .
$$

In this case, we can easily observe that $\sigma_{2,2}$-plane contained in the intersection of $T(Y)_{2,2}$ and this chart must correspond to the row space of the matrix:

$$
R \Lambda=\left(\begin{array}{cccc}
1 & 0 & 0 & \alpha \\
0 & 1 & 0 & \beta \\
0 & 0 & 1 & \gamma
\end{array}\right) \cdot \Lambda
$$

We observe that this $\sigma_{2,2}$-plane which correspond to the row space of the matrix $R \Lambda$ correspond to the following matrix form in the chart of $F$ :

$$
\left(\begin{array}{cccccc}
1 & 0 & \beta & 0 & -\alpha & 0 \\
0 & 1 & \gamma & 0 & 0 & -\alpha \\
0 & 0 & 0 & 1 & \gamma & -\beta
\end{array}\right) .
$$

But, in this case, the equations $-a q_{01}-q_{02}+c q_{12}+d q_{13}$ and $-a q_{03}+q_{12}-$ $b q_{13}-c q_{23}$ does not have solutions since we have $a=b=d=0$ on $T^{2,2}(Y)$. Therefore, we can show that intersection of $S(Y)$ and $T^{2,2}(\mathrm{G})$ does not happens in the chart for $F$ :

$$
F=\left(\begin{array}{cccccc}
1 & 0 & e & 0 & f & g \\
0 & 1 & h & 0 & i & j \\
0 & 0 & k & l & l & m
\end{array}\right)
$$

In the similar manner, we can also show that no intersection of $S(Y)$ and $T^{2,2}(\mathrm{G})$ does not happens in the chart for $F$ :

$$
F=\left(\begin{array}{cccccc}
e & f & g & 1 & 0 & 0 \\
h & i & j & 0 & 1 & 0 \\
k & l & m & 0 & 0 & 1
\end{array}\right) .
$$

Therefore, it is enough to consider only two chart for $F$. Let us start with the following chart for $F$ :

$$
F=\left(\begin{array}{cccccc}
1 & e & 0 & f & 0 & g \\
0 & h & 1 & i & 0 & j \\
0 & k & 0 & l & 1 & m
\end{array}\right) .
$$

In this case, we can easily observe that a $\sigma_{2,2}$-plane contained in this chart must correspond to the row space of a matrix of the form:

$$
R \Lambda=\left(\begin{array}{cccc}
1 & 0 & \alpha & 0 \\
0 & 1 & \beta & 0 \\
0 & 0 & \gamma & 1
\end{array}\right) \cdot \Lambda
$$

Then, by the equation $-a q_{01}-q_{02}+c q_{12}+d q_{13}$ and $-a q_{03}+q_{12}-b q_{13}-c q_{23}$, we can observe that this $\sigma_{2,2}$-plane contained in $T(Y)_{2,2}$ if and only if it satisfies the following matrix equations:

$$
\begin{aligned}
& -a[R]^{0} \times[R]^{1}+c[R]^{1} \times[R]^{2}+d[R]^{1} \times[R]^{3}-[R]^{0} \times[R]^{2}=0 \text { and } \\
& {[R]^{1} \times[R]^{2}-a[R]^{0} \times[R]^{3}-b[R]^{1} \times[R]^{3}-c[R]^{2} \times[R]^{3}=0 .}
\end{aligned}
$$

Since we already have $a=b=d=0$ satisfied in $T^{2,2}(Y)$, by Proposition 3.2, the above equations reduce to

$$
\begin{aligned}
& c[R]^{1} \times[R]^{2}-[R]^{0} \times[R]^{2}=0 \text { and } \\
& {[R]^{1} \times[R]^{2}-c[R]^{2} \times[R]^{3}=0 .}
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
& c(-\gamma, 0, \alpha)-(0,0,1)=0 \\
& (-\gamma, 0, \alpha)-c(1,0,0)=0 .
\end{aligned}
$$

Thus, there is no solution for these equations. So the intersection of $T(\mathrm{G})_{2,2}$ and $S(Y)$ does not occur in this chart of $F$. So, in summary, we checked the clean intersection $I_{T(Y)_{2,2}}=I_{S(Y)}+I_{T(\mathrm{G})_{2,2}}$ in the first chart of $\Lambda$ and all chart of $F$. We can also check the clean intersection in the second chart for $\Lambda$ :

$$
\Lambda=\left(\begin{array}{lllll}
1 & 0 & 0 & a & 0 \\
0 & 1 & 0 & b & 0 \\
0 & 0 & 1 & c & 0 \\
0 & 0 & 0 & d & 1
\end{array}\right)
$$

in the same manner, as we used in the case of the first chart of $\Lambda$. But since all process is parallel, we do not write it down here.
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