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#### Abstract

In this research, we study a modified relaxed Tseng method with a single projection approach for solving common solution to a fixed point problem involving finite family of $\tau$-demimetric operators and a quasi-monotone variational inequalities in real Hilbert spaces with alternating inertial extrapolation steps and adaptive non-monotonic step sizes. Under some appropriate conditions that are imposed on the parameters, the weak and linear convergence results of the proposed iterative scheme are established. Furthermore, we present some numerical examples and application of our proposed methods in comparison with other existing iterative methods. In order to show the practical applicability of our method to real word problems, we show that our algorithm has better restoration efficiency than many well known methods in image restoration problem. Our proposed iterative method generalizes and extends many existing methods in the literature.


[^0]
## 1. Introduction

Let $\mathcal{G}$ be a nonempty closed convex subset of a real Hilbert space $\mathcal{H}$ with the inner product $\langle\cdot, \cdot\rangle$ and the induced norm $\|\cdot\|$, and $\mathcal{K}: \mathcal{H} \rightarrow \mathcal{H}$ be a nonlinear operator. The notion of variational inequality problem (VIP) is formulated as:

$$
\begin{equation*}
\text { find } u \in \mathcal{G} \text { such that }\langle\mathcal{K} u, v-u\rangle \geq 0, \forall v \in \mathcal{G} \text {. } \tag{1.1}
\end{equation*}
$$

Stampacchia [32] and Fichera $[12,13]$ independently introduced the notion of VIP (1.1) to solve the Signorini problem for modeling problems in mechanics. Vast problems in mathematical physics, economics and the mathematical sciences can easily be formulated as VIPs. We represent the solution set of VIP (1.1) by $\mathcal{V}$. In recent years, many authors in this field have constructed different iterative approaches for solving VIP (1.1) as a result of its important applications. The simplest method for solving VIP (1.1) is the gradientprojection technique which only computes one projection on the feasible set in each iteration. The limitation of this technique is that it has stringent and strong condition since the operator requires to be substantially monotonic for convergence.

This drawback motivated Korpelevich [18] to introduce and study the extragradient method (EM) as follows:

$$
\left\{\begin{array}{l}
u_{1} \in \mathcal{G}  \tag{1.2}\\
v_{m}=P_{\mathcal{G}}\left(u_{m}-\lambda_{m} \mathcal{K} u_{n}\right) \\
u_{m+1}=P_{\mathcal{G}}\left(u_{m}-\lambda_{m} \mathcal{K} v_{m}\right), \forall m \geq \mathbb{N}
\end{array}\right.
$$

where $P_{\mathcal{G}}$ is a metric projection defined from $\mathcal{H}$ onto $\mathcal{G}, \lambda_{m} \in\left(0, \frac{1}{L}\right)$ and $\mathcal{K}$ is monotone and $L$-Lipschitz continuous. Obviously, the computation of the $\lambda_{m}$ will be difficult since it involves calculation of two projections. Also, this method has the disadvantage of being computationally expensive and this slows down the rate at which the iterative process converges. After the development of EM, several researcher have developed, modified and generalized the EM such that the cost operator $\mathcal{K}$ possesses monotonicity and pseudomonotonicity.

Particularly, Tseng [37] developed and studied the following the iterative process:

$$
\left\{\begin{array}{l}
u_{1} \in \mathcal{G},  \tag{1.3}\\
v_{m}=P_{\mathcal{G}}\left(u_{m}-\lambda_{m} \mathcal{K} u_{m}\right), \\
u_{m+1}=v_{m}+\lambda_{m}\left(\mathcal{K} u_{m}-\mathcal{K} v_{n}\right),
\end{array}\right.
$$

for all $m \in \mathbb{N}$, where $\lambda_{m} \in\left(0, \frac{1}{L}\right)$. Some recent literatures include: Apostol et al. [7], Ceng et al. [8], Ceng et al. [9], He et al. [16], He et al. [17], and Nadezhkina and Takahashi [19] and several others.

The inertial technique is based on a discrete representation of a secondorder dissipative dynamical system (see [27]) and has recently received a lot of attention from researcher as one of the methods to speed up algorithm convergence. The primary concept behind inertial-type approaches is that the combination of the past two (or more) iterations determines what happens in the subsequent iteration. The notion of the inertial has been improved, generalized and extended by researchers in this field (see [20, 22, 23]). As helpful as the concept of the inertial technique is, it has been observed that with the inertial steps the iterative methods lose the Fejer monotonicity of the sequence with respect to the solution which is being enjoyed by their corresponding non-inertial projection methods for variational inequalities. This lack of Fejer monotonicity makes projection methods with inertial extrapolation step for variational inequalities not to converge faster than their corresponding noninertial projection methods at times.

In the light of this development, Shehu and Iyiola [28], introduced and studied the following iterative method:

Algorithm 1.1. Initialization Step: Choose $\lambda_{1}>0, \gamma \in(0,2), 0 \leq \alpha_{m} \leq$ $\alpha<\frac{2-\gamma}{\gamma}, \mu \in(0,1)$ and let $u_{0}, u_{1} \in \mathcal{H}$, given the iterates $u_{m-1}$ and $u_{m}$ for all $m \in \mathbb{N}$.

## Step 1: Compute

$$
w_{m}= \begin{cases}u_{m}, & \text { if } m=\text { even }  \tag{1.4}\\ u_{m}+\alpha_{m}\left(u_{m}-u_{m-1}\right), & \text { if } m=\text { odd } .\end{cases}
$$

## Step 2: Compute

$$
\begin{equation*}
v_{m}=P_{\mathcal{G}}\left(w_{m}-\lambda_{m} \mathcal{K} w_{m}\right), \tag{1.5}
\end{equation*}
$$

where

$$
\lambda_{m+1}= \begin{cases}\min \left\{\frac{\mu\left\|w_{m}-v_{m}\right\|}{\left\|\mathcal{K} w_{m}-\mathcal{K} v_{m}\right\|}, \lambda_{m}\right\}, & \text { if } \mathcal{K} w_{m} \neq \mathcal{K} v_{m}  \tag{1.6}\\ \lambda_{m}, & \text { otherwise },\end{cases}
$$

If $w_{m}=v_{m}$, then stop $v_{m}$ is a solution of the VIP (1.1). Else, go to :
Step 3: Compute

$$
\begin{equation*}
u_{m+1}=w_{m}-\gamma \eta_{m} d_{m} \tag{1.7}
\end{equation*}
$$

$$
\begin{align*}
& \text { where } d_{m}=w_{m}-v_{m}-\lambda_{m}\left(\mathcal{K} w_{m}-\mathcal{K} v_{n}\right) \text { and } \\
& \qquad \eta_{m}= \begin{cases}\min \left\{\frac{\left\langle w_{m}-v_{m}, d_{m}\right\rangle}{\left\|d_{m}\right\|^{2}}, \lambda_{m}\right\}, & \text { if } d_{m} \neq 0 \\
0, & \text { otherwise }\end{cases} \tag{1.8}
\end{align*}
$$

The authors showed the Algorithm 1.1 weakly converges to an element in the solution set of the VIP (1.1). Furthermore, very recently, Ogbuisi et al. [24] developed a new alternating inertial Tseng exragradient approach with relaxation effects and adaptable step sizes for solving pseudo-monotone variational inequality problem in real Hilbert spaces as follows:

Algorithm 1.2. Initialization Step: Choose $\theta \in(0,1], 0 \leq \alpha_{m} \leq \frac{(1-\mu)^{2}}{(1+\mu)^{2}}$, $\mu \in(0,1)$ and $\lambda_{1}>0$. Let $u_{0}, u_{1} \in \mathcal{H}$, given the iterates $u_{m-1}$ and $u_{m}$ for all $m \in \mathbb{N}$.

## Step 1: Compute

$$
w_{m}= \begin{cases}u_{m}, & \text { if } m=\text { even }  \tag{1.9}\\ u_{m}+\alpha_{m}\left(u_{m}-u_{m-1}\right), & \text { if } m=\text { odd }\end{cases}
$$

Step 2: Compute

$$
\begin{equation*}
v_{m}=P_{\mathcal{G}}\left(w_{m}-\lambda_{m} \mathcal{K} w_{m}\right) \tag{1.10}
\end{equation*}
$$

where

$$
\lambda_{m+1}= \begin{cases}\min \left\{\frac{\mu\left\|w_{m}-v_{m}\right\|}{\left\|\mathcal{K} w_{m}-\mathcal{K} v_{m}\right\|}, \lambda_{m}\right\}, & \text { if } \mathcal{K} w_{m} \neq \mathcal{K} v_{m}  \tag{1.11}\\ \lambda_{m}, & \text { otherwise }\end{cases}
$$

If $w_{m}=v_{m}$, then stop $v_{m}$ is a solution of the VIP (1.1). Else, go to:
Step 3: Compute

$$
\begin{equation*}
u_{m+1}=(1-\theta) w_{m}+\theta z_{m} \tag{1.12}
\end{equation*}
$$

where $z_{m}=v_{m}+\lambda_{m}\left(\mathcal{K} w_{m}-\mathcal{K} v_{m}\right)$.
There are many inertial projection-based algorithms for approximating the solution to variational inequality problems in the literature (see, for examples, $[1,2,3,4,5])$.

A fixed point of an operator $S$ is a point $u \in \mathcal{H}$ such that $u=S u$. There exist many results in the literature concerning fixed point theory, see, for examples $[21,25]$. As far as we know, there is no result in the literature involving the concept of alternated inertial algorithm for approximating the common solution to demimetric fixed point problem and quasi-monotone variational inequality problem. That is,
find $u \in \mathcal{H} \quad$ such that $u \in \mathcal{V} \cap F(S)$,
where $S: \mathcal{H} \rightarrow \mathcal{H}$ and the set of fixed points of $S$ is denoted as $F(S)$. Therefore, it is natural to ask the following question:
Question: Is it possible to construct a modified self-adaptive alternated inertial Tseng algorithm for approximating the common solution to demimetric fixed point problem and quasi-monotone variational inequality problem?

Motivated by the ongoing research in these directions, the purpose of this work is to provide an affirmative answer to the above question by introducing a modified inertial Tseng iterative technique with self-adaptive step size for approximating the common solution to demimetric fixed point problem and quasimonotone variational inequality problem. Our results improve and generalize many results in the literature in the sense that the classes of operators considered in our method are more general than those considered in several existing results. Precisely, the class of quasi-monontone operators are more general than that of monotone operators which has been studied by many authors (see, for example $[2,6,7,10,11,15,16,24,31]$ ) and also, the class of demimetric operators properly includes the classes of nonexpansive, quasinonexpansive, strictly pseudocontractive and demicontractive operators which have been considered by several researchers (see, for examples, [35, 36] and the references in them).

In addition, we establish the weak and linear convergence results of the proposed iterative technique under some mild assumptions. We present some numerical examples to show that our proposed methods are more efficient than many prominent existing algorithms in the literature. Furthermore, we apply our iterative technique to the solution of image restoration problem.

The remaining parts of this article is organized as follows: In Section 2, we state and define some results that will be important in our study. In Section 3, we establish our proposed algorithm. In Section 4, we prove the weak convergence results of our algorithm. In Section 5, we show that our algorithm is linearly convergent to a common solution. In section 6, we carry out numerical experiments to show the advantage of new method over some existing methods in the literature. In Section 7, we use our algorithm to solve real-world problems involving image restoration and in Section 8, we give the conclusion of this study.

## 2. Preliminaries

In what follows, we recall some results which will be useful in the sequel. Let $H$ be a real Hilbert space. The strong and weak convergence will denoted by " $\rightarrow$ " and " - ", respectively. For each $u, v \in \mathcal{H}$ and $\alpha \in[0,1]$, the following concepts are well known:

$$
\begin{gather*}
\|u-v\|^{2}=\|u\|^{2}-2\langle u, v\rangle+\|v\|^{2},  \tag{2.1}\\
\|u+v\|^{2}=\|u\|^{2}+2\langle u, v\rangle+\|v\|^{2},  \tag{2.2}\\
\|u-v\|^{2} \leq\|u\|^{2}+2\langle v, u-v\rangle  \tag{2.3}\\
\|\alpha u+(1-\alpha) v\|^{2}=\alpha\|u\|^{2}+(1-\alpha)\|v\|^{2}-\alpha(1-\alpha)\|u-v\|^{2} . \tag{2.4}
\end{gather*}
$$

Definition 2.1. Let $\mathcal{K}: \mathcal{H} \rightarrow \mathcal{H}$ be an operator. Then $\mathcal{K}$ is called
(a) $L$-Lipschitz continuous if there exists $L>0$ such that

$$
\|\mathcal{K} u-\mathcal{K} v\| \leq L\|u-v\|
$$

for each $u, v \in \mathcal{H}$. If $L=1$, then $\mathcal{K}$ is said to be nonexpansive and we call $\mathcal{K}$ quasi-nonexpansive if for all $v \in F(\mathcal{K})$, and $u \in \mathcal{H}$, we have

$$
\|\mathcal{K} u-v\| \leq\|u-v\|,
$$

(b) $\alpha$ - strongly monotone if there exists $\alpha>0$ such that

$$
\langle\mathcal{K} u-\mathcal{K} v, u-v\rangle \geq \alpha\|u-v\|^{2}, \forall u, v \in \mathcal{H} ;
$$

(c) monotone if

$$
\langle\mathcal{K} u-\mathcal{K} v, u-v\rangle \geq 0, \forall u, v \in \mathcal{H}
$$

(d) pseudomonotone if

$$
\langle\mathcal{K} u, v-u\rangle \geq 0 \Rightarrow\langle\mathcal{K} v, v-u\rangle \geq 0, \forall u, v \in \mathcal{H}
$$

(e) quasi-monotone if

$$
\langle\mathcal{K} u, u-v\rangle>0 \Rightarrow\langle\mathcal{K} v, u-v\rangle \geq 0, \forall u, v \in \mathcal{H} ;
$$

(f) sequentially weakly continuous if for each sequence $\left\{u_{m}\right\}$, we have $\left\{u_{m}\right\} \rightharpoonup u \Longrightarrow \mathcal{K} u_{m} \rightharpoonup \mathcal{K} u$.

Remark 2.2. It is well known $(\mathrm{b}) \Longrightarrow(\mathrm{c}) \Longrightarrow(\mathrm{d}) \Longrightarrow$ (e). However, the converses are not generally true.

Let $\mathcal{G}$ be a nonempty, closed and convex subset of $\mathcal{H}$. For any $u \in \mathcal{H}$, a unique point $P_{\mathcal{G}} u \in \mathcal{G}$ exists such that

$$
\left\|u-P_{\mathcal{G}} u\right\| \leq\|u-v\|, \forall v \in \mathcal{G}
$$

The operator $P_{\mathcal{G}}$ is called the metric projection of $\mathcal{H}$ onto $\mathcal{G}$ and it is well known to be nonexpansive satisfying

$$
\begin{equation*}
\left\langle u-v, P_{\mathcal{G}} u-P_{\mathcal{G}} v\right\rangle \geq\left\|P_{\mathcal{G}} u-P_{\mathcal{G}} v\right\|^{2} \tag{2.5}
\end{equation*}
$$

for all $u, v \in \mathcal{H}$. Furthermore, $P_{\mathcal{G}}$ possesses the following properties:

$$
\|u-v\|^{2} \geq\left\|u-P_{\mathcal{G}} u\right\|^{2}+\left\|v-P_{\mathcal{G}} u\right\|^{2}
$$

and

$$
\begin{equation*}
\left\langle u-P_{\mathcal{G}} u, v-P_{\mathcal{G}} u\right\rangle \leq 0 \tag{2.6}
\end{equation*}
$$

for all $u \in \mathcal{H}$ and $v \in \mathcal{G}$.
Lemma 2.3. ([14, 39]) Let $\mathcal{G}$ be a nonempty, closed and convex subset of a Hilbert space $\mathcal{H}$ and $\mathcal{K}: \mathcal{H} \rightarrow \mathcal{H}$ be a quasi-monotone and L-Lipschitzian operator. Assume that $v \in \mathcal{G}$ and for some $p^{*} \in \mathcal{G}$, we have $\left\langle\mathcal{K} v, p^{*}-v\right\rangle \geq 0$. Then either $\left\langle\mathcal{K} p^{*}, p^{*}-v\right\rangle \geq 0$ or $\left\langle\mathcal{K} v, q^{*}-v\right\rangle \leq 0$ for all $q^{*} \in \mathcal{G}$.

Lemma 2.4. ([26]) Let $\left\{\alpha_{m}\right\},\left\{\beta_{m}\right\}$ and $\left\{\gamma_{m}\right\}$ be positive real sequences such that

$$
\alpha_{m} \leq \beta_{m} \alpha_{m}+\gamma_{m}
$$

for all $m \in \mathbb{N}$. If $\left\{\beta_{m}\right\} \subset[1, \infty), \sum_{m=1}^{\infty}\left(\beta_{m}-1\right)<\infty$ and $\sum_{m=1}^{\infty} \gamma_{m}<\infty$, then $\lim _{m \rightarrow \infty} \lambda_{m}$ exists.

Lemma 2.5. ([38]) Let $\left\{\alpha_{m}\right\},\left\{\beta_{m}\right\} \subset \mathbb{R}_{+},\left\{\eta_{m}\right\} \subset(0,1)$ and $\left\{\chi_{m}\right\}$ be a real sequence such that

$$
\alpha_{m+1} \leq\left(1-\eta_{m}\right) \alpha_{m}+\chi_{m}+\beta_{m}
$$

for all $m \in \mathbb{N}$. Assume that $\sum_{m=0}^{\infty} \beta_{m}<\infty$. Then the following results hold:
(1) If $\beta_{m}<\eta_{m} M$ for some $M>0$, then the sequence $\left\{\alpha_{m}\right\}$ is bounded;
(2) If $\sum_{m=0}^{\infty} \eta_{m}=\infty$ and $\lim \sup _{m \rightarrow \infty} \frac{\chi_{m}}{\eta_{m}}=0$, then $\alpha_{m} \rightarrow 0$ as $m \rightarrow \infty$.

Lemma 2.6. ([33, 34]) Let $\mathcal{G}$ be a nonempty, closed convex subset of a real Hilbert space $\mathcal{H}$ and let $\mathcal{S}: \mathcal{G} \rightarrow \mathcal{G}$ be a $\tau$-demimetric operator such that $\tau \in(-\infty, 1)$ and $F(\mathcal{S}) \neq \emptyset$. Let $\psi$ be a real number with $0<\psi<1-\tau$ and $K=(1-\psi) I+\psi \mathcal{S}$. Then $K$ is a quasi-nonexpansive operator.

## 3. Proposed algorithm

In this section, we present our proposed algorithm for solving fixed point problem and variational inequality problem.
Assumptiom 3.1. Now we assume that the following conditions:

## Condition A.

(1) Let $\mathcal{G}$ be a nonempty, closed and convex subset of a Hilbert space $\mathcal{H}$.
(2) $\mathcal{K}: \mathcal{H} \rightarrow \mathcal{H}$ is quasi-monotone and Lipschitz continuous with Lipschitz constant $L$.
(3) For each $i \in\{1,2, \cdots, N\}, S_{i}: H \rightarrow H$ is a $\tau$-demimetric operator with $\tau \in(-\infty, 1)$ and such that $I-S_{i}$ is demiclosed at zero.
(4) The common solution set is denoted by $\Gamma=\mathcal{V} \cap \bigcap_{i=1}^{N} F\left(S_{i}\right)$ is nonempty.

138 A.E. Ofem, A.A. Mebawondu, C. Agbonkhese, G.C. Ugwunnadi and O.K. Narain

## Condition B.

(1) $\lambda_{1}>0, \theta>0, \mu, \phi, \in(0,1), \beta \in\left(0, \frac{1}{1+\mu}\right)$.
(2) $\left\{\psi_{m}\right\},\left\{\beta_{m}\right\},\left\{\alpha_{m}\right\} \subset(0,1),\left\{p_{m}\right\} \subset[1, \infty)$ such that $\liminf _{m \rightarrow \infty} p_{m}=$ 1 , and $0<\lim _{n \rightarrow \infty} \alpha_{m}<1$.
(3) $\left\{\delta_{m}\right\} \subset[1, \infty)$ such that $\sum_{m=1}^{\infty}\left(\delta_{m}-1\right)<\infty$ and $\chi_{m} \subset[0, \infty)$ such that $\sum_{m=1}^{\infty} \chi_{m}<\infty$.

Algorithm 3.2. Initialization Step: Choose $u_{0}, u_{1} \in \mathcal{H}$, given the iterates $u_{m-1}$ and $u_{m}$ for all $m \in \mathbb{N}$.

$$
\theta_{m}= \begin{cases}\min \left\{\theta, \frac{\epsilon_{m}}{\left.\left\|u_{m}-u_{m-1}\right\|\right\}}\right\}, & \text { if } u_{m} \neq u_{m-1}  \tag{3.1}\\ \theta, & \text { otherwise },\end{cases}
$$

where $\left\{\epsilon_{m}\right\}$ is a positive sequence such that $\epsilon_{m}=\circ\left(\alpha_{m}\right)$.

## Step 1: Compute

$$
w_{m}= \begin{cases}u_{m}, & \text { if } m=\text { even }  \tag{3.2}\\ u_{m}+\theta_{m}\left(u_{m}-u_{m-1}\right), & \text { if } m=\text { odd }\end{cases}
$$

and

$$
\begin{equation*}
v_{m}=P_{\mathcal{G}}\left(w_{m}-\beta \lambda_{m} \mathcal{K} w_{m}\right), \tag{3.3}
\end{equation*}
$$

where

$$
\lambda_{m+1}= \begin{cases}\min \left\{\frac{\mu p_{m}\left\|w_{m}-v_{m}\right\|}{\left\|\mathcal{K} w_{m}-\mathcal{K} v_{m}\right\|}, \chi_{m}+\delta_{m} \lambda_{m}\right\}, & \text { if } \mathcal{K} w_{m} \neq \mathcal{K} v_{m}  \tag{3.4}\\ \chi_{m}+\delta_{m} \lambda_{m}, & \text { otherwise } .\end{cases}
$$

Step 2: Compute

$$
\begin{align*}
t_{m}= & \left(1-\beta_{m}\right)\left[(1-\phi) w_{m}+\phi v_{m}+\phi \beta \lambda_{m}\left(\mathcal{K} w_{m}-\mathcal{K} v_{m}\right)\right] \\
& +\beta_{m} T_{m}\left[(1-\phi) w_{m}+\phi v_{m}+\phi \beta \lambda_{n}\left(\mathcal{K} w_{m}-\mathcal{K} v_{m}\right)\right], \tag{3.5}
\end{align*}
$$

where $T_{m}:=\frac{1}{N} \sum_{i=0}^{N-1}\left(\left(1-\psi_{m}\right) I+\psi_{m} S_{i}\right)$.
Step 3: Compute

$$
\begin{equation*}
u_{m+1}=\left(1-\alpha_{m}\right) w_{m}+\alpha_{m} t_{m} . \tag{3.6}
\end{equation*}
$$

Remark 3.3. (1) Suppose that the Assumptions 3.1 hold. Then the sequence $\left\{\lambda_{m}\right\}$ generated by (3.4) is well defined and $\lim _{m \rightarrow \infty} \lambda_{m}$ exists. In fact, by the Lipschitz continuity of $\mathcal{K}$ with $L>0$ and $p_{m} \geq 1$, we get

$$
\begin{gather*}
\frac{\mu p_{m}\left\|w_{m}-v_{m}\right\|}{\left\|\mathcal{K} w_{m}-\mathcal{K} v_{m}\right\|} \geq \frac{\mu p_{m}\left\|w_{m}-v_{m}\right\|}{L\left\|w_{m}-v_{m}\right\|} \geq \frac{\mu}{L},  \tag{3.7}\\
\lambda_{m+1}=\min \left\{\frac{\mu p_{m}\left\|w_{m}-v_{m}\right\|}{\left\|\mathcal{K} w_{m}-\mathcal{K} v_{m}\right\|}, \chi_{m}+\delta_{m} \lambda_{m}\right\} \geq\left\{\frac{\mu}{L}, \lambda_{m}\right\}, \tag{3.8}
\end{gather*}
$$

where $\delta_{m}, \chi_{m}>0$. Inductively, we have that the sequence $\left\{\lambda_{m}\right\}$ has a lower bound $\left\{\frac{\mu}{L}, \lambda_{1}\right\}$. It is easy to see from (3.4)

$$
\lambda_{m+1} \leq \delta_{m} \lambda_{m}+\chi_{m} .
$$

Thus, using our Assumptions 3.1 and Lemma 2.4, we have $\lim _{m \rightarrow \infty} \lambda_{m}$ exists.
(2) We note that $T_{m}:=\frac{1}{N} \sum_{i=0}^{N-1}\left(\left(1-\psi_{m}\right) I+\psi_{m} S_{i}\right)$ is a quasi-nonexpansive mapping. To see this, let $p \in \Gamma$, and using Lemma 2.6, we have

$$
\begin{align*}
\left\|T_{m} u-p^{*}\right\| & =\left\|\frac{1}{N} \sum_{i=0}^{N-1}\left(\left(1-\psi_{m}\right) I+\psi_{m} S_{i}\right) u-p^{*}\right\| \\
& \leq \frac{1}{N} \sum_{i=0}^{N-1}\left\|\left(\left(1-\psi_{m}\right) I+\psi_{m} S_{i}\right) u-p^{*}\right\| \\
& \leq \frac{1}{N} \sum_{i=0}^{N-1}\left\|u-p^{*}\right\| \\
& =\left\|u-p^{*}\right\| . \tag{3.9}
\end{align*}
$$

Thus, $T_{m}$ is quasi-nonexpansive.

## 4. Convergence analysis

In section, we establish weak convergence result of our proposed algorithm.
Lemma 4.1. If $\left\{u_{m}\right\}$ is a sequence defined by Algorithm 3.2 and Assumption 3.1 holds such that there exists a subsequence $\left\{u_{2 m_{k}}\right\}$ of $\left\{u_{2 m}\right\}$ with $u_{2 m_{k}} \rightharpoonup$ $u^{*} \in \mathcal{H}$ and $\lim _{k \rightarrow \infty}\left\|w_{2 m_{k}}-v_{2 m_{k}}\right\|=0$. Then $u^{*} \in \mathcal{V}$.
Proof. Since $v_{2 m_{k}}=P_{\mathcal{G}}\left(w_{2 m_{k}}-\beta \lambda_{2 m_{k}} \mathcal{K} w_{2 m_{k}}\right)$, we have

$$
\begin{equation*}
\left\langle w_{2 m_{k}}-\beta \lambda_{2 m_{k}} \mathcal{K} w_{2 m_{k}}-v_{2 m_{k}}, u-v_{2 m_{k}}\right\rangle \leq 0, \forall u \in \mathcal{G} \tag{4.1}
\end{equation*}
$$
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and

$$
\begin{align*}
\left\langle w_{2 m_{k}}-v_{2 m_{k}}, u-v_{2 m_{k}}\right\rangle \leq & \beta \lambda_{2 m_{k}}\left\langle\mathcal{K} w_{2 m_{k}}, u-v_{2 m_{k}}\right\rangle \\
= & \beta \lambda_{2 m_{k}}\left\langle\mathcal{K} w_{2 m_{k}}, w_{2 m_{k}}-v_{2 m_{k}}\right\rangle \\
& +\beta \lambda_{2 m_{k}}\left\langle\mathcal{K} w_{2 m_{k}}, u-w_{2 m_{k}}\right\rangle . \tag{4.2}
\end{align*}
$$

Since $\beta, \lambda_{2 m_{k}}>0$, we have

$$
\begin{equation*}
\frac{1}{\beta \lambda_{2 m_{k}}}\left\langle w_{2 m_{k}}-v_{2 m_{k}}, u-v_{2_{k}}\right\rangle+\left\langle\mathcal{K} w_{2 m_{k}}, v_{2 m_{k}}-w_{2 m_{k}}\right\rangle \leq\left\langle\mathcal{K} w_{2 m_{k}}, u-w_{2 m_{k}}\right\rangle . \tag{4.3}
\end{equation*}
$$

Using our hypothesis, we get

$$
\begin{equation*}
0 \leq \liminf _{k \rightarrow \infty}\left\langle\mathcal{K} w_{2 m_{k}}, u-w_{2 m_{k}}\right\rangle \leq \limsup _{k \rightarrow \infty}\left\langle\mathcal{K} w_{2 m_{k}}, u-w_{2 m_{k}}\right\rangle . \tag{4.4}
\end{equation*}
$$

Now, observe that

$$
\begin{align*}
\left\langle\mathcal{K} v_{2 m_{k}}, u-v_{2 m_{k}}\right\rangle= & \left\langle\mathcal{K} v_{2 m_{k}}, u-w_{2 m_{k}}\right\rangle+\left\langle\mathcal{K} v_{2 m_{k}}, w_{2 m_{k}}-v_{2 m_{k}}\right\rangle \\
= & \left\langle\mathcal{K} v_{2 m_{k}}-\mathcal{K} w_{2 m_{k}}, u-w_{2 m_{k}}\right\rangle+\left\langle\mathcal{K} w_{2 m_{k}}, u-w_{2 m_{k}}\right\rangle \\
& +\left\langle\mathcal{K} v_{2 m_{k}}, w_{2 m_{k}}-v_{2 m_{k}}\right\rangle \tag{4.5}
\end{align*}
$$

Using (3.4), $\lim _{k \rightarrow \infty} p_{2 m_{k}}=1, \lim _{k \rightarrow \infty} \lambda_{2 m_{k}+1}>0$ and our hypothesis $\lim _{k \rightarrow \infty}\left\|w_{2 m_{k}}-v_{2 m_{k}}\right\|=0$, we have

$$
\begin{align*}
\lim _{k \rightarrow \infty}\left\|\mathcal{K} w_{2 m_{k}}-\mathcal{K} v_{2 m_{k}}\right\| & =\lim _{k \rightarrow \infty} \frac{\mu p_{2 m_{k}}}{\lambda_{2 m+1}}\left\|w_{2 m_{k}}-v_{2 m_{k}}\right\| \\
& =0 \tag{4.6}
\end{align*}
$$

Combining (4.4), (4.5) and (4.6), we have

$$
\begin{align*}
0 & \leq \liminf _{k \rightarrow \infty}\left\langle\mathcal{K} v_{m_{k}}, u-v_{m_{k}}\right\rangle \\
& \leq \limsup _{k \rightarrow \infty}\left\langle\mathcal{K} v_{m_{k}}, u-v_{m_{k}}\right\rangle . \tag{4.7}
\end{align*}
$$

Now, we show that $u^{*} \in \mathcal{V}$. For this, the case $\limsup _{k \rightarrow \infty}\left\langle\mathcal{K} v_{2 m_{k}}, u-v_{2 m_{k}}\right\rangle>$ 0 will be considered for all $u \in \mathcal{G}$. Then, a subsequence $\left\{v_{2 m_{k_{j}}}\right\}$ of $\left\{v_{2 m_{k}}\right\}$ exists such that $\lim \sup _{j \rightarrow \infty}\left\langle\mathcal{K} v_{2 m_{k_{j}}}, u-v_{2 m_{k_{j}}}\right\rangle>0$ for all $u \in \mathcal{G}$. This implies that one can find $N_{0}$ such that

$$
\begin{equation*}
\left\langle\mathcal{K} v_{2 m_{k_{j}}}, u-v_{2 m_{k_{j}}}\right\rangle>0, \forall j>N_{0} . \tag{4.8}
\end{equation*}
$$

Since $\mathcal{K}$ is quasi-monotone, it follows that

$$
\begin{equation*}
\left\langle\mathcal{K} u, u-v_{2 m_{k_{j}}}\right\rangle>0, \forall j>N_{0} . \tag{4.9}
\end{equation*}
$$

Now, observe that

$$
\begin{equation*}
\left\|w_{2 m_{k_{j}}}-u_{2 m_{k_{j}}}\right\|=\left\|u_{2 m_{k_{j}}}-u_{2 m_{k_{j}}}\right\| \rightarrow 0 \text { as } j \rightarrow \infty . \tag{4.10}
\end{equation*}
$$

Since $\left\{u_{2 m_{k}}\right\}$ is a subsequence of $\left\{u_{2 m}\right\}$ which converges weakly to $u^{*} \in \mathcal{H}$, by our hypothesis we have $\lim _{j \rightarrow \infty}\left\|w_{2 m_{k_{j}}}-v_{2 m_{k_{j}}}\right\|=0$, we also obtain

$$
\left\|v_{2 m_{j}}-u_{2 m_{j}}\right\| \leq\left\|v_{2 m_{j}}-w_{2 m_{j}}\right\|+\left\|w_{2 m_{j}}-u_{2 m_{j}}\right\| \rightarrow 0
$$

as $j \rightarrow \infty$, it implies that $v_{2 m_{k_{j}}} \rightharpoonup u^{*}$.
Now, passing the limit as $j \rightarrow \infty$ in (4.9), we have

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\langle\mathcal{K} u, u-v_{2 m_{k_{j}}}\right\rangle=\left\langle\mathcal{K} u, u-u^{*}\right\rangle \geq 0 . \tag{4.11}
\end{equation*}
$$

Hence, $u^{*} \in \mathcal{V}$.
Secondly, we consider the case in which $\lim \sup _{k \rightarrow \infty}\left\langle\mathcal{K} v_{2 m_{k}}, u-v_{2 m_{k}}\right\rangle=0$ for each $u \in \mathcal{G}$. Now we define a non-increasing function $\delta_{k}$ by

$$
\begin{equation*}
\delta_{k}=\left|\left\langle\mathcal{K} v_{2 m_{k}}, u-v_{2 m_{k}}\right\rangle\right|+\frac{1}{k+1} . \tag{4.12}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \delta_{k}=\lim _{k \rightarrow \infty}\left\langle\mathcal{K} v_{2 m_{k}}, u-v_{2 m_{k}}\right\rangle+\lim _{k \rightarrow \infty} \frac{1}{k+1}=0 \tag{4.13}
\end{equation*}
$$

By our hypothesis and (4.12), we have

$$
\begin{equation*}
\left\langle\mathcal{K} v_{2 m_{k}}, u-v_{2 m_{k}}\right\rangle+\delta_{k}>0 \tag{4.14}
\end{equation*}
$$

for all $k \geq 1$. Since $\left\{v_{2 m_{k}}\right\} \subset \mathcal{G}$, it implies that $\left\{\mathcal{K} v_{2 m_{k}}\right\}$ is strictly non-zero and $\liminf \inf _{k \rightarrow \infty}\left\|\mathcal{K} v_{2 m_{k}}\right\|=N_{0}>0$. Therefore, we infer that

$$
\begin{equation*}
\left\|\mathcal{K} v_{2 m_{k}}\right\|>\frac{N_{0}}{2} . \tag{4.15}
\end{equation*}
$$

Furthermore, let the sequence $\left\{\epsilon_{2 m_{k}}\right\}$ be defined by $\epsilon_{2 m_{k}}=\frac{\mathcal{K} v_{2 m_{k}}}{\left\|\mathcal{K} v_{2 m_{k}}\right\|^{2}}$. Then, it is easy to see that

$$
\begin{equation*}
\left\langle\mathcal{K} v_{2 m_{k}}, \epsilon_{2 m_{k}}\right\rangle=1 . \tag{4.16}
\end{equation*}
$$

Combining (4.14) and (4.16), we have

$$
\begin{equation*}
\left\langle\mathcal{K} v_{2 m_{k}}, u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m_{k}}\right\rangle>0 . \tag{4.17}
\end{equation*}
$$

Since $\mathcal{K}$ is quasi-monotone operator defined on $\mathcal{H}$, we know

$$
\begin{equation*}
\left\langle\mathcal{K}\left(u+\delta_{k} \epsilon_{2 m_{k}}\right), u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m_{k}}\right\rangle \geq 0 . \tag{4.18}
\end{equation*}
$$

Now, observe that

$$
\begin{align*}
\left\langle\mathcal{K} u, u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m_{k}}\right\rangle= & \left\langle\mathcal{K} u-\mathcal{K}\left(u+\delta_{k} \epsilon_{m_{k}}\right)\right. \\
& \left.+\mathcal{K}\left(u+\delta_{k} \epsilon_{2 m_{k}}\right), u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m_{k}}\right\rangle \\
= & \left\langle\mathcal{K} u-\mathcal{K}\left(u+\delta_{k} \epsilon_{2 m_{k}}\right), u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m_{k}}\right\rangle \\
& +\left\langle\mathcal{K}\left(u+\delta_{k} \epsilon_{2 m_{k}}\right), u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m_{k}}\right\rangle . \tag{4.19}
\end{align*}
$$
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Using (4.18), (4.19) and Cauchy Schwartz inequality, we obtain

$$
\begin{align*}
\left\langle\mathcal{K} u, u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m_{k}}\right\rangle & \geq\left\langle\mathcal{K} u-\mathcal{K}\left(u+\delta_{k} \epsilon_{2 m_{k}}\right), u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m}\right\rangle \\
& \geq-\left\|\mathcal{K} u-\mathcal{K}\left(u+\delta_{k} \epsilon_{2 m_{k}}\right)\right\|\left\|u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m_{k}}\right\| . \tag{4.20}
\end{align*}
$$

By the Lipschitz continuity of $\mathcal{K}$, we have

$$
\begin{equation*}
\left\langle\mathcal{K} u, u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m_{k}}\right\rangle+L\left\|\delta_{k} \epsilon_{2 m_{k}}\right\|\left\|u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m_{k}}\right\| \geq 0 . \tag{4.21}
\end{equation*}
$$

Using (4.15), (4.21) and the definition of $\left\{\epsilon_{2 m_{k}}\right\}$, we obtain

$$
\begin{equation*}
\left\langle\mathcal{K} u, u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m_{k}}\right\rangle+\frac{2 L}{N_{0}} \delta_{k}\left\|u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m_{k}}\right\| \geq 0 \tag{4.22}
\end{equation*}
$$

Since the subsequence $\left\{u_{2 m_{k}}\right\}$ of $\left\{u_{2 m}\right\}$ converges weakly to $u^{*} \in \mathcal{H}$, by the fact that $\lim _{k \rightarrow \infty}\left\|w_{2 m_{k}}-v_{2 m_{k}}\right\|=0$, using (4.10), it follows that $\left\{v_{2 m_{k}}\right\}$ also converges to $u^{*}$. If we take the limit as $k \rightarrow \infty$, since $\delta_{k} \rightarrow 0$, we obtain

$$
\begin{align*}
\lim _{k \rightarrow \infty}\left[\left\langle\mathcal{K} u, u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m_{k}}\right\rangle+\frac{2 L}{N_{0}} \delta_{k}\left\|u+\delta_{k} \epsilon_{2 m_{k}}-v_{2 m_{k}}\right\|\right] & =\left\langle\mathcal{K} u, u-u^{*}\right\rangle \\
& >0 \tag{4.23}
\end{align*}
$$

Hence, $u^{*} \in \mathcal{V}$.
Lemma 4.2. If $\left\{u_{m}\right\}$ is a sequence defined by Algorithm 3.2 and Assumption 3.1 holds. Then, $\left\{u_{m}\right\}$ converges weakly to a point in $\mathcal{V}$.

Proof. Let $m=2 m+1$ and $p^{*} \in \Gamma$. Observe that, $v_{2 m+1}=P_{\mathcal{G}}\left(w_{2 m+1}-\right.$ $\left.\lambda_{2 m+1} \beta \mathcal{K} w_{2 m+1}\right)$ and $p^{*} \in \mathcal{V}$, then by the characteristics of $P_{\mathcal{G}}$, we have that

$$
\left\langle w_{2 m+1}-v_{2 m+1}-\lambda_{2 m+1} \beta \mathcal{K} w_{2 m+1}, v_{2 m+1}-p^{*}\right\rangle \geq 0,
$$

which is equivalent to

$$
\begin{align*}
& 2\left\langle w_{2 m+1}-v_{2 m+1}, v_{2 m+1}-p^{*}\right\rangle-2 \lambda_{2 m+1} \beta\left\langle\mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}, v_{2 m+1}-p^{*}\right\rangle \\
& -2 \lambda_{2 m+1} \beta\left\langle\mathcal{K} v_{2 m+1}, v_{2 m+1}-p^{*}\right\rangle \geq 0 . \tag{4.24}
\end{align*}
$$

Since

$$
\begin{aligned}
2\left\langle w_{2 m+1}-v_{2 m+1}, v_{2 m+1}-p^{*}\right\rangle= & \left\|w_{2 m+1}-p^{*}\right\|^{2}-\left\|w_{2 m+1}-v_{2 m+1}\right\|^{2} \\
& -\left\|v_{2 m+1}-p^{*}\right\|^{2},
\end{aligned}
$$

(4.24) becomes

$$
\begin{align*}
& \left\|w_{2 m+1}-p^{*}\right\|^{2}-\left\|w_{2 m+1}-v_{2 m+1}\right\|^{2}-\left\|v_{2 m+1}-p^{*}\right\|^{2} \\
& \quad-2 \lambda_{2 m+1} \beta\left\langle\mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}, v_{2 m+1}-p^{*}\right\rangle \\
& \quad-2 \lambda_{2 m+1} \beta\left\langle\mathcal{K} v_{2 m+1}, v_{2 m+1}-p^{*}\right\rangle \geq 0 . \tag{4.25}
\end{align*}
$$

Since $p^{*} \in \Gamma$ and $v_{2 m+1} \in \mathcal{G}$, we have

$$
\left\langle\mathcal{K} p^{*}, v_{2 m+1}-p^{*}\right\rangle \geq 0
$$

and by Lemma 2.3, we have

$$
\left\langle\mathcal{K} v_{2 m+1}, v_{2 m+1}-p^{*}\right\rangle \geq 0 .
$$

Thus, (4.25) becomes

$$
\begin{aligned}
\left\|v_{2 m+1}-p^{*}\right\|^{2} \leq & \left\|w_{2 m+1}-p^{*}\right\|^{2}-\left\|w_{2 m+1}-v_{2 m+1}\right\|^{2} \\
& -2 \lambda_{2 m+1} \beta\left\langle\mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}, v_{2 m+1}-p\right\rangle \\
& -2 \lambda_{2 m+1} \beta\left\langle\mathcal{K} v_{2 m+1}, v_{2 m+1}-p^{*}\right\rangle \\
\leq & \left\|w_{2 m+1}-p^{*}\right\|^{2}-\left\|w_{2 m+1}-v_{2 m+1}\right\|^{2} \\
& -2 \lambda_{m} \beta\left\langle\mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}, v_{2 m+1}-p^{*}\right\rangle .
\end{aligned}
$$

This implies that

$$
\begin{align*}
\left\|v_{2 m+1}-p^{*}\right\|^{2} \leq & \left\|w_{2 m+1}-p^{*}\right\|^{2}-\left\|w_{2 m+1}-v_{2 m+1}\right\|^{2} \\
& -2 \lambda_{2 m+1} \beta\left\langle\mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}, v_{2 m+1}-p^{*}\right\rangle . \tag{4.26}
\end{align*}
$$

For easy computation, we suppose that

$$
z_{m}=(1-\phi) w_{m}+\phi v_{m}+\phi \beta \lambda_{m}\left(\mathcal{K} w_{m}-\mathcal{K} v_{m}\right)
$$

as such, we have

$$
t_{m}=\left(1-\beta_{m}\right) z_{m}+\beta_{m} T_{m} z_{m}
$$

Using (4.26) and Algorithm 3.2, we have

$$
\begin{aligned}
\left\|z_{2 m+1}-p\right\|^{2}= & \|(1-\phi) w_{2 m+1}+\phi v_{2 m+1} \\
& +\phi \beta \lambda_{2 m+1}\left(\mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right)-p^{*} \|^{2} \\
= & \|(1-\phi)\left(w_{2 m+1}-p^{*}\right)+\phi\left(v_{2 m+1}-p^{*}\right) \\
& +\phi \beta \lambda_{2 m+1}\left(\mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right) \|^{2}
\end{aligned}
$$
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$$
\begin{align*}
&=(1-\phi)^{2}\left\|w_{2 m+1}-p^{*}\right\|^{2}+\phi^{2}\left\|v_{2 m+1}-p^{*}\right\|^{2} \\
&+\phi^{2} \beta^{2} \lambda_{2 m+1}^{2}\left\|\mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right\|^{2} \\
&+2 \phi(1-\phi)\left\langle w_{2 m+1}-p^{*}, v_{2 m+1}-p^{*}\right\rangle \\
&+2 \beta \lambda_{2 m+1} \phi(1-\phi)\left\langle w_{2 m+1}-p^{*}, \mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right\rangle \\
&+2 \lambda_{2 m+1} \beta \phi^{2}\left\langle v_{2 m+1}-p^{*}, \mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right\rangle \\
&=(1-\phi)^{2}\left\|w_{2 m+1}-p^{*}\right\|^{2}+\phi^{2}\left\|v_{2 m+1}-p^{*}\right\|^{2} \\
&+\phi^{2} \beta^{2} \lambda_{2 n+1}^{2}\left\|\mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right\|^{2} \\
&+\phi(1-\phi)\left[\left\|w_{2 m+1}-p^{*}\right\|^{2}+\left\|v_{2 m+1}-p^{*}\right\|^{2}-\left\|w_{2 m+1}-v_{2 m+1}\right\|^{2}\right] \\
&+2 \lambda_{2 m+1} \beta \phi(1-\phi)\left\langle w_{2 m+1}-p^{*}, \mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right\rangle \\
&+2 \lambda_{2 m+1} \beta \phi^{2}\left\langle v_{2 m+1}-p^{*}, \mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right\rangle \\
&=(1-\phi)\left\|w_{2 m+1}-p^{*}\right\|^{2}+\phi\left\|v_{2 m+1}-p^{*}\right\|^{2} \\
&-\phi(1-\phi)\left\|w_{2 m+1}-v_{2 m+1}\right\|^{2}+\phi^{2} \beta^{2} \lambda_{2 m+1}^{2}\left\|\mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right\|^{2} \\
&+2 \lambda_{2 m+1} \beta \phi(1-\phi)\left\langle w_{2 m+1}-p^{*}, \mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right\rangle \\
&+2 \lambda_{2 m+1} \beta \phi^{2}\left\langle v_{2 m+1}-p^{*}, \mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right\rangle \\
& \leq(1-\phi)\left\|w_{2 m+1}-p^{*}\right\|^{2}+\phi\left[\left\|w_{2 m+1}-p^{*}\right\|^{2}-\left\|w_{2 m+1}-v_{2 m+1}\right\|^{2}\right. \\
&\left.-2 \lambda_{2 m+1} \beta\left\langle\mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}, v_{2 m+1}-p^{*}\right\rangle\right] \\
&-\phi(1-\phi)\left\|w_{2 m+1}-v_{2 m+1}\right\|^{2}+\phi^{2} \beta^{2} \lambda_{2 m+1}^{2}\left\|\mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right\|^{2} \\
&+2 \lambda_{2 m+1} \beta \phi(1-\phi)\left\langle w_{2 m+1}-p^{*}, \mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right\rangle \\
&+2 \lambda_{2 m+1} \beta \phi^{2}\left\langle v_{2 m+1}-p^{*}, \mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right\rangle \\
&=\left\|w_{2 m+1}-p^{*}\right\|^{2}-\phi(2-\phi)\left\|w_{2 m+1}-v_{2 m+1}\right\|^{2} \\
&+\phi^{2} \beta^{2} \lambda_{2 m+1}^{2}\left\|\mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right\|^{2} \\
&+2 \lambda_{2 m+1} \beta \phi(1-\phi)\left\langle w_{2 m+1}-v_{2 m+1}, \mathcal{K} w_{2 m+1}-\mathcal{K} v_{2 m+1}\right\rangle \\
& \leq\left\|w_{2 m+1}-p^{*}\right\|^{2}-\phi(2-\phi)\left\|w_{2 m+1}-v_{2 m+1}\right\|^{2} \\
&+\frac{\phi^{2} \mu \beta^{2} \lambda_{2 m+1}^{2} v_{2 m+1}}{\lambda_{2 m+2}^{2}}\left\|w_{2 m+1}-v_{2 m+1}\right\|^{2} \\
&+2 \frac{\phi \mu \beta \lambda_{2 m+1} v_{2 m+1}}{\lambda_{2 m+2}}(1-\phi)\left\|w_{2 m+1}-v_{2 m+1}\right\|^{2} \\
&=\left\|w_{2 m+1}-p\right\|^{2}-\phi\left[2-\phi-\frac{\phi \mu^{2} v_{2 m+1} \beta^{2} \lambda_{2 m+1}^{2}}{\lambda_{2 m+2}^{2}}\right. \\
&\left.-2 \frac{(1-\phi) \mu \beta \lambda_{2 m+1} v_{2 m+1}}{\lambda_{2 m+2}}\right]\left\|w_{2 m+1}-v_{2 m+1}\right\|^{2} .  \tag{4.27}\\
&(4 .
\end{align*}
$$

Using the fact that $\lim _{m \rightarrow \infty} \lambda_{2 m+1}=\lim _{m \rightarrow \infty} \lambda_{2 m+2}$ and $\lim _{m \rightarrow \infty} p_{2 m+1}=1$, we have that

$$
\begin{gathered}
\phi\left[2-\phi-\frac{\mu^{2} p_{m} \beta^{2} \lambda_{2 m+1}^{2}}{\lambda_{2 m+2}^{2}}-2 \frac{(1-\phi) \mu \beta \lambda_{2 m+1} p_{2 m+1}}{\lambda_{2 m+2}}\right] \\
\rightarrow \phi\left[2-\phi-\mu^{2} \beta^{2}-2(1-\phi) \mu \beta\right]>0
\end{gathered}
$$

as $m \rightarrow \infty$. Thus, this implies that

$$
\begin{equation*}
\left\|z_{2 m+1}-p^{*}\right\| \leq\left\|w_{2 m+1}-p^{*}\right\| \tag{4.28}
\end{equation*}
$$

In addition, we have

$$
\begin{align*}
\left\|t_{2 m+1}-p^{*}\right\|^{2}= & \left\|\left(1-\beta_{2 m+1}\right) z_{2 m+1}+\beta_{2 m+1} T_{2 m+1} z_{2 m+1}-p^{*}\right\|^{2} \\
= & \left\|\left(1-\beta_{2 m+1}\right)\left(z_{2 m+1}-p^{*}\right)+\beta_{2 m+1}\left(T_{2 m+1} z_{2 m+1}-p^{*}\right)\right\|^{2} \\
\leq & \left(1-\beta_{2 m+1}\right)\left\|z_{2 m+1}-p^{*}\right\|^{2}+\beta_{2 m+1}\left\|T_{2 m+1} z_{2 m+1}-p^{*}\right\|^{2} \\
& -\left(1-\beta_{2 n+1}\right) \beta_{2 m+1}\left\|z_{2 m+1}-T_{2 m+1} z_{2 m+1}\right\|^{2} \\
\leq & \left(1-\beta_{2 m+1}\right)\left\|z_{2 m+1}-p^{*}\right\|^{2}+\beta_{2 m+1}\left\|z_{2 m+1}-p^{*}\right\|^{2} \\
= & \left\|z_{2 m+1}-p^{*}\right\|^{2} \tag{4.29}
\end{align*}
$$

Finally, we obtain

$$
\begin{align*}
\left\|u_{2 m+2}-p^{*}\right\|^{2}= & \left\|\left(1-\alpha_{2 m+1}\right) w_{2 m+1}+\alpha_{2 m+1} t_{2 m+1}-p^{*}\right\|^{2} \\
= & \left\|\left(1-\alpha_{2 m+1}\right)\left(w_{2 m+1}-p^{*}\right)+\alpha_{2 m+1}\left(t_{2 m+1}-p^{*}\right)\right\|^{2} \\
= & \left.\left(1-\alpha_{2 m+1}\right)\left\|w_{2 m+1}-p^{*}\right\|^{2}+\alpha_{2 m+1} \| t_{2 m+1}-p^{*}\right) \|^{2} \\
& -\alpha_{2 m+1}\left(1-\alpha_{2 m+1}\right)\left\|w_{2 m+1}-t_{2 m+1}\right\|^{2} \\
\leq & \left.\left(1-\alpha_{2 m+1}\right)\left\|w_{2 m+1}-p^{*}\right\|^{2}+\alpha_{2 m+1} \| z_{2 m+1}-p^{*}\right) \|^{2} \\
& -\alpha_{2 m+1}\left(1-\alpha_{2 m+1}\right)\left\|w_{2 m+1}-t_{2 m+1}\right\|^{2} \\
\leq & \left.\left(1-\alpha_{2 m+1}\right)\left\|w_{2 m+1}-p^{*}\right\|^{2}+\alpha_{2 m+1} \| w_{2 m+1}-p^{*}\right) \|^{2} \\
& -\alpha_{2 m+1}\left(1-\alpha_{2 m+1}\right)\left\|w_{2 m+1}-t_{2 m+1}\right\|^{2} \\
\leq & \left\|w_{2 m+1}-p^{*}\right\|^{2}-\alpha_{2 m+1}\left(1-\alpha_{2 m+1}\right)\left\|w_{2 m+1}-t_{2 m+1}\right\|^{2} \tag{4.30}
\end{align*}
$$
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$$
\begin{align*}
\left\|u_{2 m+1}-p^{*}\right\|^{2} \leq & \left.\left(1-\alpha_{2 m}\right)\left\|w_{2 m}-p^{*}\right\|^{2}+\alpha_{2 m} \| z_{2 m}-p^{*}\right) \|^{2} \\
& -\alpha_{2 m}\left(1-\alpha_{2 m}\right)\left\|w_{2 m}-t_{2 m}\right\|^{2} \\
\leq & \left.\left(1-\alpha_{2 m}\right)\left\|w_{2 m}-p^{*}\right\|^{2}+\alpha_{2 m} \| w_{2 m}-p^{*}\right) \|^{2} \\
& -\alpha_{2 m}\left(1-\alpha_{2 m}\right)\left\|w_{2 m}-t_{2 m}\right\|^{2} \\
= & \left\|w_{2 m}-p^{*}\right\|^{2}-\alpha_{2 m}\left(1-\alpha_{2 m}\right)\left\|w_{2 m}-t_{2 m}\right\|^{2} \\
= & \left\|u_{2 m}-p^{*}\right\|^{2}-\alpha_{2 m}\left(1-\alpha_{2 m}\right)\left\|w_{2 m}-t_{2 m}\right\|^{2} . \tag{4.31}
\end{align*}
$$

Now, from (4.31), we have

$$
\begin{align*}
\left\|w_{2 m+1}-p^{*}\right\|^{2}= & \left\|u_{2 m+1}+\theta_{2 m+1}\left(u_{2 m+1}-u_{2 m}\right)-p^{*}\right\|^{2} \\
= & \left\|\left(1+\theta_{2 m+1}\right)\left(u_{2 m+1}-p^{*}\right)-\theta_{2 m+1}\left(u_{2 m}-p^{*}\right)\right\|^{2} \\
= & \left(1+\theta_{2 m+1}\right)\left\|u_{2 m+1}-p^{*}\right\|^{2}-\theta_{2 m+1}\left\|u_{2 m}-p^{*}\right\|^{2} \\
& +\theta_{2 m+1}\left(1+\theta_{2 m+1}\right)\left\|u_{2 m+1}-u_{2 m}\right\|^{2} \\
\leq & \left(1+\theta_{2 m+1}\right)\left[\left\|u_{2 m}-p^{*}\right\|^{2}-\alpha_{2 m}\left(1-\alpha_{2 m}\right)\left\|w_{2 m}-t_{2 m}\right\|^{2}\right] \\
& -\theta_{2 m+1}\left\|u_{2 m}-p^{*}\right\|^{2}+\theta_{2 m+1}\left(1+\theta_{2 m+1}\right)\left\|u_{2 m+1}-u_{2 m}\right\|^{2} \\
= & \left\|u_{2 m}-p^{*}\right\|^{2}-\left(1+\theta_{2 m+1}\right) \alpha_{2 m}\left(1-\alpha_{2 m}\right)\left\|u_{2 m}-t_{2 m}\right\|^{2} \\
& +\theta_{2 m+1}\left(1+\theta_{2 m+1}\right)\left\|u_{2 m+1}-u_{2 m}\right\|^{2} . \tag{4.32}
\end{align*}
$$

Also, observe that

$$
\begin{align*}
\left\|u_{2 m+1}-u_{2 m}\right\|^{2} & =\left\|\left(1-\alpha_{2 m}\right) w_{2 m}+\alpha_{2 m} t_{2 m}-u_{2 m}\right\|^{2} \\
& =\left\|\left(1-\alpha_{2 m}\right) u_{2 m}+\alpha_{2 m} t_{2 m}-u_{2 m}\right\|^{2} \\
& =\left\|\alpha_{2 m}\left(t_{2 m}-u_{2 m}\right)\right\|^{2} \\
& =\alpha_{2 m}^{2}\left\|t_{2 m}-u_{2 m}\right\|^{2} . \tag{4.33}
\end{align*}
$$

Putting (4.33) into (4.32), we have

$$
\begin{align*}
\left\|w_{2 m+1}-p^{*}\right\|^{2} \leq & \left\|u_{2 m}-p^{*}\right\|^{2}-\left(1+\theta_{2 m+1}\right) \alpha_{2 m}\left(1-\alpha_{2 m}\right)\left\|u_{2 m}-t_{2 m}\right\|^{2} \\
& +\theta_{2 m+1}\left(1+\theta_{2 m+1}\right) \alpha_{2 m}^{2}\left\|t_{2 m}-u_{2 m}\right\|^{2} \\
= & \left\|u_{2 m}-p^{*}\right\|^{2}-\alpha_{2 m}\left(1+\theta_{2 m+1}\right) \\
& \times\left[1-\alpha_{2 m}+\theta_{2 m+1} \alpha_{2 m}\right]\left\|t_{2 m}-u_{2 m}\right\|^{2} \\
\leq & \left\|u_{2 m}-p^{*}\right\|^{2} . \tag{4.34}
\end{align*}
$$

Combining (4.30) and (4.34), we have

$$
\begin{align*}
\left\|u_{2 m+2}-p^{*}\right\|^{2} \leq & \left\|u_{2 m}-p^{*}\right\|^{2}-\alpha_{2 m}\left(1+\theta_{2 m+1}\right) \\
& \times\left[1-\alpha_{2 m}+\theta_{2 m+1} \alpha_{2 m}\right]\left\|t_{2 m}-u_{2 m}\right\|^{2} \\
& -\alpha_{2 m+1}\left(1-\alpha_{2 m+1}\right)\left\|w_{2 m+1}-t_{2 m+1}\right\|^{2} \\
\leq & \left\|u_{2 m}-p^{*}\right\|^{2}-\alpha_{2 m}\left(1+\theta_{2 m+1}\right) \\
& \times\left[1-\alpha_{2 m}+\theta_{2 n+1} \alpha_{2 m}\right]\left\|t_{2 m}-u_{2 m}\right\|^{2} \\
\leq & \left\|u_{2 m}-p^{*}\right\|^{2} . \tag{4.35}
\end{align*}
$$

It is easy to see from (4.35) that

$$
\begin{align*}
& \alpha_{2 m}\left(1+\theta_{2 m+1}\right)\left[1-\alpha_{2 m}+\theta_{2 n+1} \alpha_{2 m}\right]\left\|t_{2 m}-u_{2 m}\right\|^{2} \\
& \quad \leq\left\|u_{2 m}-p^{*}\right\|^{2}-\left\|u_{2 m+2}-p^{*}\right\|^{2} . \tag{4.36}
\end{align*}
$$

Thus, we have

$$
\begin{equation*}
\left\|u_{2 m+2}-p^{*}\right\| \leq\left\|u_{2 m}-p^{*}\right\| . \tag{4.37}
\end{equation*}
$$

This means that the sequences $\left\{\left\|u_{2 m}-p^{*}\right\|\right\}$ and $\left\{u_{2 m}\right\}$ are bounded and also, $\lim _{m \rightarrow \infty}\left\|u_{2 m}-p^{*}\right\|$ exists. More so, we obtain that $\lim _{m \rightarrow \infty}\left\|u_{2 m}-t_{2 m}\right\|=$ 0 from (4.36). Therefore, $\left\{t_{2 m}\right\}$ is bounded, thus, $\lim _{m \rightarrow \infty}\left\|w_{2 m}-t_{2 m}\right\|=$ $\lim _{m \rightarrow \infty}\left\|u_{2 m}-t_{2 m}\right\|=0$. In addition, we have that $\lim _{m \rightarrow \infty}\left\|u_{2 m+1}-u_{2 m}\right\|=$ 0 using (4.33). Also, from (4.29) and (4.27), we have

$$
\begin{align*}
\left\|t_{2 m}-p^{*}\right\|^{2} \leq & \left\|z_{2 m}-p^{*}\right\|^{2} \\
\leq & \left\|w_{2 m}-p^{*}\right\|^{2}-\phi\left[2-\phi-\frac{\mu^{2} p_{2 m} \beta^{2} \lambda_{2 m}^{2}}{\lambda_{2 m+2}^{2}}\right. \\
& \left.-2 \frac{(1-\phi) \mu \beta \lambda_{2 m} p_{2 m}}{\lambda_{2 m+2}}\right]\left\|w_{2 m}-v_{2 n}\right\|^{2} \\
\leq & \left\|u_{2 m}-p^{*}\right\|^{2}-\phi\left[2-\phi-\frac{\mu^{2} p_{2 m} \beta^{2} \lambda_{2 m}^{2}}{\lambda_{2 m+2}^{2}}\right. \\
& \left.-2 \frac{(1-\phi) \mu \beta \lambda_{2 m} p_{2 m}}{\lambda_{2 m+2}}\right]\left\|w_{2 m}-v_{2 m}\right\|^{2} \tag{4.38}
\end{align*}
$$

which follows that

$$
\begin{align*}
& \phi\left[2-\phi-\frac{\mu^{2} p_{2 m} \beta^{2} \lambda_{2 m}^{2}}{\lambda_{2 m+2}^{2}}-2 \frac{(1-\phi) \mu \beta \lambda_{2 m} p_{2 m}}{\lambda_{2 m+2}}\right]\left\|w_{2 m}-v_{2 m}\right\|^{2} \\
& \quad \leq\left\|u_{2 m}-p^{*}\right\|^{2}-\left\|t_{2 m}-p^{*}\right\|^{2} \\
& \quad \leq\left(\left\|u_{2 m}-p^{*}\right\|+\left\|t_{2 m}-p^{*}\right\|\right)\left\|u_{2 m}-t_{2 m}\right\|, \tag{4.39}
\end{align*}
$$

148 A.E. Ofem, A.A. Mebawondu, C. Agbonkhese, G.C. Ugwunnadi and O.K. Narain we obtain that

$$
\begin{align*}
& \lim _{m \rightarrow \infty}\left\|w_{2 m}-v_{2 m}\right\|=\lim _{m \rightarrow \infty}\left\|u_{2 m}-v_{2 m}\right\|=0,  \tag{4.40}\\
&\left\|z_{2 m}-w_{2 m}\right\| \leq \phi\left\|v_{2 m}-w_{2 m}\right\|+\phi \beta \lambda_{2 m}\left\|\mathcal{K} v_{2 m}-\mathcal{K} w_{2 m}\right\| \\
& \leq \phi\left\|v_{2 m}-w_{2 m}\right\|+\frac{\beta \phi \mu p_{2 m} \lambda_{2 m}}{\lambda_{2 m+2}}\left\|v_{2 m}-w_{2 m}\right\| \\
& \rightarrow 0 \text { as } m \rightarrow \infty . \tag{4.41}
\end{align*}
$$

Furthermore, we have

$$
\begin{equation*}
\left\|v_{2 m}-z_{2 m}\right\| \leq\left\|v_{2 m}-w_{2 m}\right\|+\left\|w_{2 m}-z_{2 m}\right\| \rightarrow 0 \text { as } m \rightarrow \infty \tag{4.42}
\end{equation*}
$$

and

$$
\begin{align*}
&\left\|u_{2 m+1}-p^{*}\right\|^{2}=\left.\left(1-\alpha_{2 m+1}\right)\left\|w_{2 m}-p^{*}\right\|^{2}+\alpha_{2 m} \| t_{2 m}-p^{*}\right) \|^{2} \\
&-\alpha_{2 m}\left(1-\alpha_{2 m}\right)\left\|w_{2 m}-t_{2 m}\right\|^{2} \\
& \leq\left(1-\alpha_{2 m+1}\right)\left\|w_{2 m}-p^{*}\right\|^{2}+\alpha_{2 m}\left[\left\|z_{2 m}-p^{*}\right\|^{2}\right. \\
&\left.-\left(1-\beta_{2 m}\right) \beta_{2 m}\left\|z_{2 m}-T_{2 m} z_{2 m}\right\|^{2}\right] \\
&-\alpha_{2 m}\left(1-\alpha_{2 m}\right)\left\|w_{2 m}-t_{2 m}\right\|^{2} \\
& \leq\left(1-\alpha_{2 m+1}\right)\left\|w_{2 m}-p^{*}\right\|^{2}+\alpha_{2 m}\left[\left\|w_{2 m}-p^{*}\right\|^{2}\right. \\
&\left.-\left(1-\beta_{2 m}\right) \beta_{2 n}\left\|z_{2 m}-T_{2 m} z_{2 m}\right\|^{2}\right] \\
&-\alpha_{2 m}\left(1-\alpha_{2 m}\right)\left\|w_{2 m}-t_{2 m}\right\|^{2} \\
&=\|\left\|u_{2 m}-p^{*}\right\|^{2}-\alpha_{2 m}\left(1-\beta_{2 m}\right) \beta_{2 m}\left\|z_{2 m}-T_{2 m} z_{2 m}\right\|^{2} \\
&-\alpha_{2 m}\left(1-\alpha_{2 m}\right)\left\|u_{2 m}-t_{2 m}\right\|^{2} \\
& \leq\left\|u_{2 m}-p^{*}\right\|^{2}-\alpha_{2 m}\left(1-\beta_{2 m}\right) \beta_{2 m}\left\|z_{2 m}-T_{2 m} z_{2 m}\right\|^{2} \tag{4.43}
\end{align*}
$$

which implies

$$
\begin{align*}
& \alpha_{2 m}\left(1-\beta_{2 m}\right) \beta_{2 m}\left\|z_{2 m}-T_{2 m} z_{2 m}\right\|^{2} \\
& \quad \leq\left\|x_{2 n}-p\right\|^{2}-\left\|u_{2 m+1}-p\right\|^{2} \\
& \quad \leq\left(\left\|u_{2 m}-p^{*}\right\|+\left\|u_{2 m+1}-p^{*}\right\|\right)\left\|u_{2 m}-u_{2 m+1}\right\| . \tag{4.44}
\end{align*}
$$

Therefore, we obtain

$$
\begin{gather*}
\lim _{m \rightarrow \infty}\left\|z_{2 m}-T_{2 m} z_{2 m}\right\|=0,  \tag{4.45}\\
\lim _{m \rightarrow \infty}\left\|w_{2 m}-u_{2 m}\right\|=\lim _{m \rightarrow \infty}\left\|u_{2 m}-u_{2 m}\right\|=0,  \tag{4.46}\\
\left\|z_{2 m_{k}}-u_{2 m_{k}}\right\| \leq\left\|z_{2 m_{k}}-w_{2 m_{k}}\right\|+\left\|w_{2 m_{k}}-u_{2 m_{k}}\right\| \rightarrow 0 \text { as } k \rightarrow \infty,  \tag{4.47}\\
\left\|t_{2 m_{k}}-z_{2 m_{k}}\right\| \leq\left\|t_{2 m_{k}}-u_{2 m_{k}}\right\|+\left\|u_{2 m_{k}}-z_{2 m_{k}}\right\| \rightarrow 0 \text { as } k \rightarrow \infty, \tag{4.48}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|t_{2 m_{k}}-T_{m} z_{2 m_{k}}\right\| \leq\left\|t_{2 n_{k}}-z_{2 n_{k}}\right\|+\left\|z_{2 m_{k}}-T_{m} z_{2 m_{k}}\right\| \rightarrow 0 \text { as } k \rightarrow \infty \tag{4.49}
\end{equation*}
$$

By the boundedness of $\left\{u_{2 m_{k}}\right\}$, we know that a subsequence $\left\{u_{2 m_{k_{j}}}\right\}$ of $\left\{u_{2 m_{k}}\right\}$ exists such that $\left\{u_{2 m_{k_{j}}}\right\} \rightharpoonup u^{*} \in \mathcal{H}$. Furthermore, by (4.47) and the boundedness of $\left\{z_{2 m_{k}}\right\}$, a subsequence $\left\{z_{2 m_{k_{j}}}\right\}$ of $\left\{z_{2 m_{k}}\right\}$ exists with $\left\{z_{2 m_{k_{j}}}\right\} \rightharpoonup u^{*} \in$ $\mathcal{H}$. Due to the demiclosedness of $S_{i}$ with respect to (4.45), it follows that $u^{*} \in F\left(S_{i}\right)$. Thus, by (4.40) and Lemma 4.1, we have $u^{*} \in \Gamma$.

Next, we need to establish that $\left\{u_{2 m+1}\right\}$ also converges weakly to $u^{*}$. It is not hard to see that $\lim _{n \rightarrow \infty}\left\langle u_{2 m}-u^{*}, v\right\rangle=0$ for all $v \in \mathcal{H}$. From $\lim _{m \rightarrow \infty}\left\|u_{2 m+1}-u_{2 m}\right\|=0$, we obtain

$$
\begin{align*}
\lim _{m \rightarrow \infty}\left|\left\langle u_{2 m+1}-u^{*}, v\right\rangle\right| & \leq \lim _{m \rightarrow \infty}\left|\left\langle u_{2 m}-u^{*}, v\right\rangle\right|+\lim _{n \rightarrow \infty}\left|\left\langle u_{2 m+1}-u_{2 m}, v\right\rangle\right| \\
& \leq \lim _{m \rightarrow \infty}\left|\left\langle u_{2 m}-u^{*}, v\right\rangle\right|+\lim _{m \rightarrow \infty}\left\|u_{2 m+1}-u_{2 m}\right\|\|v\| \\
& =0 . \tag{4.50}
\end{align*}
$$

Thus, we obtain that $\left\{u_{2 m+1}\right\}$ also converges weakly to $u^{*}$.
Lastly, we establish the uniqueness of $u^{*}$. Now, suppose that $u_{2 m}$ converges weakly to $u^{*}, v^{*} \in \Gamma$ such that $u^{*} \neq v^{*}$. Now, observe that

$$
\begin{align*}
\left\|u^{*}-v^{*}\right\|^{2} & =\left\langle u^{*}-v^{*}, u^{*}-v^{*}\right\rangle=\left\langle u^{*}, u^{*}-v^{*}\right\rangle-\left\langle v^{*}, u^{*}-v^{*}\right\rangle \\
& =\lim _{m \rightarrow \infty}\left\langle u_{2 m}, u^{*}-v^{*}\right\rangle-\lim _{m \rightarrow \infty}\left\langle u_{2 m}, u^{*}-v^{*}\right\rangle \\
& =\lim _{m \rightarrow \infty}\left\langle u_{2 m}-u_{2 m}, u^{*}-v^{*}\right\rangle \\
& =0 . \tag{4.51}
\end{align*}
$$

Thus, $u^{*}=v^{*}$. This completes the proof.

## 5. Linear convergence

If the operator $\mathcal{K}$ is $\delta$-strongly pseudomonotone, then in Algorithm 3.2, we do not need Step 2 and Step 3 to obtain convergence. We propose the following method for the case when $\mathcal{K}$ is $\delta$-strongly pseudomonotone.

Algorithm 5.1. Initialization Step: Choose $u_{0}, u_{1} \in \mathcal{H}$,

$$
k=\frac{1}{\sqrt{1+\lambda_{m} \beta\left(\frac{\lambda_{m} \mu^{2} p_{m}^{2}}{\lambda_{m+1}^{2}}\right)}}
$$

and $0 \leq \theta_{m} \leq \frac{1-k}{1+k}$ given the iterates $u_{m-1}$ and $u_{m}$ for all $m \in \mathbb{N}$,
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$$
\theta_{m}= \begin{cases}\min \left\{\theta, \frac{\epsilon_{m}}{\left.\left\|u_{n}-u_{m-1}\right\|\right\}}\right\}, & \text { if } u_{m} \neq u_{m-1}  \tag{5.1}\\ \theta, & \text { otherwise },\end{cases}
$$

with $\left\{\epsilon_{m}\right\}$ is a positive sequence such that $\epsilon_{m}=\circ\left(\alpha_{m}\right)$.
Step 1: Compute

$$
w_{m}= \begin{cases}u_{m}, & \text { if } m=\text { even }  \tag{5.2}\\ u_{m}+\theta_{m}\left(u_{m}-u_{m-1}\right), & \text { if } m=\text { odd },\end{cases}
$$

and

$$
\begin{equation*}
u_{m+1}=P_{\mathcal{G}}\left(w_{m}-\beta \lambda_{m} \mathcal{K} w_{m}\right), \tag{5.3}
\end{equation*}
$$

where

$$
\lambda_{m+1}= \begin{cases}\min \left\{\frac{\mu p_{m}\left\|w_{m}-u_{m+1}\right\|}{\left\|\mathcal{K} w_{m}-\mathcal{K} u_{m+1}\right\|}, \chi_{m}+\delta_{m} \lambda_{m}\right\}, & \text { if } \mathcal{K} w_{m} \neq \mathcal{K} u_{m+1}  \tag{5.4}\\ \chi_{m}+\delta_{m} \lambda_{m}, & \text { otherwise } .\end{cases}
$$

Theorem 5.2. Suppose $\left\{u_{m}\right\}$ is generated by Algorithm 5.1. If $\mathcal{K}$ is $\delta$-strongly pseudomonotone on $H$, then $\left\{u_{m}\right\}$ converges at least $R$-linearly to the unique solution $p^{*} \in \mathcal{V}$.

Proof. From (5.3), we have $u_{m+1}=P_{\mathcal{G}}\left(w_{m}-\beta \lambda_{m} \mathcal{K} w_{m}\right)$ for all $m \in \mathbb{N}$. Using the characteristics of projection, we have

$$
\left\langle w_{m}-\beta \lambda_{m} \mathcal{K} w_{m}-u_{m+1}, p^{*}-u_{m+1}\right\rangle \leq 0, \forall p^{*} \in \mathcal{G},
$$

which implies

$$
\begin{equation*}
2\left\langle w_{m}-u_{m+1}, p^{*}-u_{m+1}\right\rangle \leq 2 \lambda_{m} \beta\left\langle\mathcal{K} w_{m}, p^{*}-u_{m+1}\right\rangle . \tag{5.5}
\end{equation*}
$$

It is easy to see that

$$
2\left\langle w_{m}-u_{m+1}, p^{*}-u_{m+1}\right\rangle=\left\|w_{m}-u_{m+1}\right\|^{2}+\left\|u_{m+1}-p^{*}\right\|^{2}-\left\|w_{m}-p^{*}\right\|^{2} .
$$

Thus, (5.5) becomes

$$
\begin{equation*}
\left\|w_{m}-u_{m+1}\right\|^{2}+\left\|u_{m+1}-p^{*}\right\|^{2}-\left\|w_{m}-p^{*}\right\|^{2} \leq 2 \lambda_{m} \beta\left\langle\mathcal{K} w_{m}, p^{*}-u_{m+1}\right\rangle \tag{5.6}
\end{equation*}
$$

In addition, using the fact that $p^{*} \in \mathcal{V}$, we obtain

$$
\left\langle\mathcal{K} p^{*}, u-p^{*}\right\rangle \geq 0
$$

for all $u \in \mathcal{G}$.

Using the step size, Cauchy-Schwarz inequality, $\delta$-strong monotononicity of $\mathcal{K}$, and the fact that $\left(2 x y \leq x^{2}+y^{2}\right)$ for all $x, y \in H$, we have

$$
\begin{align*}
2 \lambda_{m} \beta\left\langle\mathcal{K} w_{m}, p^{*}-u_{n+1}\right\rangle= & 2 \lambda_{n} \beta\left\langle\mathcal{K} w_{m}-\mathcal{K} u_{m+1}, p^{*}-u_{m+1}\right\rangle \\
& -2 \lambda_{m} \beta\left\langle\mathcal{K} u_{m+1}, u_{m+1}-p^{*}\right\rangle \\
\leq & 2 \lambda_{m} \beta\left\|\mathcal{K} w_{m}-\mathcal{K} u_{m+1}\right\|\left\|p^{*}-u_{n+1}\right\| \\
& -2 \lambda_{m} \beta \tau\left\|u_{m+1}-p^{*}\right\|^{2} \\
= & 2 \frac{\lambda_{m} \mu p_{m} \beta}{\lambda_{m+1}}\left\|w_{m}-u_{m+1}\right\|\left\|u_{m+1}-p^{*}\right\| \\
& -2 \lambda_{m} \beta \tau\left\|u_{m+1}-p\right\|^{2} \\
\leq & \left\|w_{m}-u_{m+1}\right\|^{2}+\left(\frac{\lambda_{m} \mu p_{m} \beta}{\lambda_{m+1}}\right)^{2}\left\|u_{m+1}-p^{*}\right\|^{2} \\
& -2 \lambda_{m} \beta \tau\left\|u_{m+1}-p^{*}\right\|^{2} . \tag{5.7}
\end{align*}
$$

We have used the fact that, $2 x y \leq x^{2}+y^{2}$ to obtain the last line. Thus, (5.6) becomes

$$
\begin{align*}
\left\|w_{m}-u_{m+1}\right\|^{2}+\left\|u_{m+1}-p^{*}\right\|^{2}-\left\|w_{m}-p^{*}\right\|^{2} \leq & \left\|w_{m}-u_{m+1}\right\|^{2} \\
& +\left(\frac{\lambda_{m} \mu p_{m} \beta}{\lambda_{m+1}}\right)^{2}\left\|u_{m+1}-p^{*}\right\|^{2} \\
& -2 \lambda_{m} \beta \tau\left\|u_{m+1}-p^{*}\right\|^{2}, \tag{5.8}
\end{align*}
$$

which implies that

$$
\begin{align*}
\left\|u_{m+1}-p^{*}\right\|^{2} & \leq \frac{1}{\left[1+\lambda_{m} \beta\left(\frac{\lambda_{m} \mu^{2} v_{n}^{2}}{\lambda_{m+1}^{2}}\right)\right]}\left\|w_{m}-p^{*}\right\|^{2} \\
& \leq k^{2}\left\|w_{m}-p^{*}\right\|^{2} \tag{5.9}
\end{align*}
$$

Using similar approach, we have

$$
\begin{align*}
\left\|u_{2 m+1}-p\right\|^{2} & \leq \frac{1}{\left[1+\lambda_{2 m} \beta\left(\frac{\lambda_{2 m} \mu^{2} p_{2 m}^{2}}{\lambda_{2 m+1}^{2}}\right)\right]}\left\|w_{2 m}-p^{*}\right\|^{2} \\
& \leq k^{2}\left\|w_{2 m}-p^{*}\right\|^{2} \\
& =k^{2}\left\|u_{2 m}-p^{*}\right\|^{2} . \tag{5.10}
\end{align*}
$$
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Furthermore, using (4.34), our hypothesis $\left(0 \leq \theta_{m} \leq \frac{1-k}{1+k}\right)$ and a similar approach as in (5.8), we have

$$
\begin{align*}
\left\|u_{2 m+2}-p^{*}\right\|^{2} \leq & k^{2}\left\|w_{2 m+1}-p^{*}\right\|^{2} \\
\leq & k^{2}\left[\left(1+\theta_{2 m+1}\right)\left\|u_{2 m+1}-p^{*}\right\|^{2}-\theta_{2 m+1}\left\|u_{2 m}-p^{*}\right\|^{2}\right. \\
& \left.+\theta_{2 m+1}\left(1+\theta_{2 m+1}\right)\left\|u_{2 m+1}-u_{2 m}\right\|^{2}\right] \\
\leq & k^{2}\left[k^{2}\left(1+\theta_{2 m+1}\right)\left\|u_{2 m}-p^{*}\right\|^{2}-\theta_{2 m+1}\left\|u_{2 m}-p^{*}\right\|^{2}\right. \\
& \left.+\theta_{2 m+1}\left(1+\theta_{2 m+1}\right)\left\|u_{2 m+1}-u_{2 m}\right\|^{2}\right] \\
\leq & k^{2}\left[k^{2}\left(1+\theta_{2 m+1}\right)\left\|u_{2 m}-p^{*}\right\|^{2}-\theta_{2 m+1}\left\|u_{2 m}-p^{*}\right\|^{2}\right. \\
& \left.+\theta_{2 m+1}\left(1+\theta_{2 m+1}\right)\left(\left\|u_{2 m+1}-p^{*}\right\|+\left\|u_{2 m}-p\right\|\right)^{2}\right] \\
\leq & k^{2}\left[k^{2}\left(1+\theta_{2 m+1}\right)\left\|u_{2 m}-p^{*}\right\|^{2}-\theta_{2 m+1}\left\|u_{2 m}-p^{*}\right\|^{2}\right. \\
& \left.+\theta_{2 m+1}\left(1+\theta_{2 m+1}\right)(1+k)^{2}\left\|u_{2 m}-p^{*}\right\|^{2}\right], \tag{5.11}
\end{align*}
$$

which implies that

$$
\left\|u_{2 m+2}-p^{*}\right\| \leq k\left\|u_{2 m}-p^{*}\right\| .
$$

Thus, we have

$$
\begin{align*}
\left\|u_{2 m+2}-p^{*}\right\| & \leq k\left\|u_{2 m}-p^{*}\right\| \\
& \leq k^{2}\left\|u_{2 m-2}-p^{*}\right\| \\
& \leq k^{3}\left\|u_{2 m-4}-p^{*}\right\| \\
& \vdots  \tag{5.12}\\
& \leq k^{m}\left\|u_{2}-p^{*}\right\| .
\end{align*}
$$

Therefore, we obtain

$$
k\left\|u_{2 m}-p^{*}\right\| \leq k^{m}\left\|u_{2}-p^{*}\right\| \Rightarrow\left\|u_{2 m}-p^{*}\right\| \leq k^{m-1}\left\|x_{2}-p^{*}\right\| .
$$

Lastly, we have

$$
\left\|u_{2 m+1}-p^{*}\right\| \leq k\left\|u_{2 m}-p^{*}\right\| \leq\left\|u_{2}-p^{*}\right\| \leq k^{m-1}\left\|u_{2}-p^{*}\right\| .
$$

It follows that $\left\{u_{m}\right\}$ converges R -linearly to $p^{*}$.

## 6. Numerical example

In this section, we provide some numerical experiments to demonstrate the advantage of our suggested algorithm, in comparison with some well-known algorithms in the literature. We implement all programs in MATLAB 2021b on a PC with an $\operatorname{Intel}(\mathrm{R})$ Core(TM) i5-8250U CPU running at 1.60 GHz and 8.00 GB of RAM.

Example 6.1. Let $\mathcal{H}=l_{2}$, that is,,

$$
\mathcal{H}=\left\{u=\left(u_{1}, u_{2}, u_{3}, \cdots, u_{i}, \cdots\right): \sum_{i=1}^{\infty}\left|u_{i}\right|^{2}<+\infty\right\} .
$$

Let $d, e \in \mathbb{R}$ be such that $d>e>\frac{d}{2}>0$. Let $\mathcal{G}=\left\{u \in l_{2}:\|u\| \leq e\right\}$ and $\mathcal{K} u=(d-\|u\|) u$. Obviously, the solution set $\mathcal{V}=\{0\}$.

Now, we show that $\mathcal{K}$ is $L$-Lipschitz continuous on $\mathcal{H}$ and quasi-monotone on $\mathcal{G}$. Indeed, for any $u, v \in \mathcal{H}$, we have

$$
\begin{aligned}
\|\mathcal{K} u-\mathcal{K} v\| & =\|(d-\|u\|) u-(d-\|v\|) v\| \\
& =\|d(u-v)-\| u\|(u-v)-(\|u\|-\|v\|) v\| \\
& \leq d\|u-v\|+\|u\|\|u-v\|+\mid\|u\|-\|v\|\| \| v \| \\
& \leq d\|u-v\|+e\|u-v\|+\|u-v\| e \\
& =(d+2 e)\|u-v\| .
\end{aligned}
$$

Hence, $\mathcal{K}$ is Lipschitz continuous with $L=d+2 e$.
Now, let $u, v \in \mathcal{G}$ be such that $\langle\mathcal{K} u, v-u\rangle>0$. Then, we have $(d-$ $\|u\|)\langle u, v-u\rangle>0$. Since $\|u\| \leq e \leq d$, we have $\langle u, v-u\rangle>0$. Hence,

$$
\begin{aligned}
\langle\mathcal{K} v, v-u\rangle & =(d-\|v\|)\langle v, v-u\rangle \\
& \geq(d-\|v\|)(\langle v, v-u\rangle-\langle u, v-u\rangle \\
& \geq(d-e)\|u-v\|^{2} \\
& \geq 0 .
\end{aligned}
$$

This shows that $\mathcal{K}$ is a quasi-monotone mapping. If we set $e=3$ and $d=5$, the projection formula is defined by

$$
P_{\mathcal{G}}= \begin{cases}u, & \text { if }\|u\| \leq 3,  \tag{6.1}\\ \frac{3 u}{\|u\|}, & \text { otherwise } .\end{cases}
$$

Now, let $T_{m}:=\frac{u}{2}$. Hence, $\Gamma=\{0\} \neq \emptyset$. In this experiment, we compare numerical convergence of Algorithm 3.2 with Algorithms 1.1 and Algorithm 1.2, respectively. For each algorithm, we set their parameters as follows:
(1) Algorithm 1.1: $\mu=0.8, \gamma=0.3, \lambda_{1}=1$ and $\alpha_{m}=\frac{m+1}{(m+5)^{2}}$.
(2) Algorithm 1.2: $\theta=\mu=0.8, \lambda_{1}=1.2$ and $\frac{(1-\mu)^{2}(m+1)}{[(\mu+1)(m+5)]^{2}}$.
(3) Algorithm 3.2: $\theta=0.9, \mu=\phi=0.8, \lambda_{1}=1.2, \chi_{m}=\frac{1}{(m+1)^{1 . T}}$, $\alpha_{m}=\frac{1}{m}, \beta=0.6, p_{m}=1+\frac{1}{(m+1)^{1.1}}, \psi_{m}=0.4$ and $\beta_{m}=0.5$.
We use the stopping criterion $E_{m}=\left\|u_{m}-u_{m-1}\right\|<10^{-5}$ for all algorithms. We consider the following four cases of $u_{0}$ and $u_{1}$ :

Case I: $u_{0}=\left(\frac{1}{10}, \frac{1}{3}, \frac{1}{6}, \cdots\right), u_{1}=\left(\frac{2}{5}, \frac{1}{4}, \frac{1}{2}, \cdots\right)$.

Case II: $u_{0}=\left(\frac{1}{4}, \frac{7}{10}, \frac{1}{10}, \cdots\right), u_{1}=\left(\frac{1}{3}, \frac{1}{6}, \frac{3}{4}, \cdots\right)$.
Case III: $u_{0}=\left(1,3, \frac{1}{3}, \cdots\right), u_{1}=\left(-2, \frac{-3}{2}, \frac{-1}{2}, \cdots\right)$.
Case IV: $u_{0}=\left(\frac{1}{2}, 1, \frac{1}{5}, \cdots\right), u_{1}=(-4,3,1, \cdots)$.
We present our numerical results in Table 6.1 and Figure 6.1.

Table 1. Numerical results of Example 6.1

| Cases |  | Algorithm 3.2 | Algorithm 1.1 | Algorithm 1.2 |
| :---: | :---: | :---: | :---: | :---: |
| Case I | CPU time (sec.) | 0.0065 | 0.0076 | 0.0104 |
|  | No of Iter. | 9 | 13 | 42 |
| Case II | CPU time (sec.) | 0.0087 | 0.0090 | 0.0319 |
|  | No of Iter. | 12 | 13 | 30 |
| Case III | CPU time (sec.) | 0.0091 | 0.0201 | 0.0511 |
|  | No of Iter. | 9 | 14 | 33 |
| Case IV | CPU time (sec.) | 0.0122 | 0.0378 | 0.0732 |
|  | No of Iter. | 9 | 13 | 49 |



Figure 1. Top Left: Case I; Top Right: Case II;
Bottom Left: Case III; Bottom Right: Case IV.

Example 6.2. Let $\mathcal{H}=L^{2}([0,1])$ with inner product

$$
\langle u, v\rangle=\int_{0}^{1} u(z) v(z) d z, \forall u, v \in \mathcal{H}
$$

and induced norm

$$
\left.\|u\|=\left(\int_{0}^{1}|u(z)|^{2} d t\right)^{\frac{1}{2}}\right), \forall u \in \mathcal{H}
$$

Let $\mathcal{G}=\{u \in \mathcal{G}:\|u\| \leq 1\}$ and $\mathcal{K}: \mathcal{G} \rightarrow \mathcal{H}$ be an operator defined by

$$
(\mathcal{K} u)(u)=\int_{0}^{1}(u(z)-D(z, t) d(u(t))) d t+h(z), \forall u \in \mathcal{G}
$$

where

$$
D(z, t)=\frac{2 z t e^{z+t}}{e \sqrt{e^{2}-1}}, d(u)=\cos u, h(z)=\frac{2 z e^{z}}{e \sqrt{e^{2}-1}}
$$

It is not hard to show that $\mathcal{K}$ is monotone (hence, quasi-monotone) and $L$ Lipschitz continuous, where $L=2$ and $\mathcal{V}=\{0\}$. The projection on $\mathcal{G}$ is defined by

$$
P_{\mathcal{G}}= \begin{cases}\frac{u}{\|u\|}, & \text { if }\|u\|>1 \\ u, & \text { if }\|u\| \leq 1\end{cases}
$$

Let $T_{m}: L^{2}([0,1]) \rightarrow L^{2}([0,1])$ be defined by

$$
T_{m}(u)=\int_{0}^{1} \frac{u(z)}{3} d z, z \in[0,1] .
$$

Then, $\Gamma \neq \emptyset$.
Next, we consider the stopping criterion

$$
E_{m}=\left\|u_{m}-u_{m-1}\right\|<10^{-6},
$$

using the same parameters as above for all algorithms and the following initial values will also be considered:

Case I: $u_{0}=z^{3}-2 z^{2}, u_{1}=(2 z+3)^{2}$;
Case II: $u_{0}=e^{2} z, u_{1}=\sin \left(\frac{2 z}{3}\right)$;
Case III: $u_{0}=\cos \left(\frac{5 z}{8}\right), u_{1}=\sin (3 z)$;
Case IV: $u_{0}=z^{3}+z-1, u_{1}=\frac{e^{(-3 z)}}{4}$.
Our numerical results are presented in Table 6.2 and Figure 6.2.

Table 2. Numerical results of Example 6.2

| Cases |  | Algorithm 3.2 | Algorithm 1.1 | Algorithm 1.2 |
| :---: | :---: | :---: | :---: | :---: |
| Case I | CPU time (sec.) | 0.0067 | 0.0079 | 0.0400 |
|  | No of Iter. | 12 | 13 | 19 |
| Case II | CPU time (sec.) | 0.0090 | 0.0099 | 0.0209 |
|  | No of Iter. | 11 | 12 | 19 |
| Case III | CPU time (sec.) | 0.0067 | 0.0102 | 0.0210 |
|  | No of Iter. | 12 | 14 | 19 |
| Case IV | CPU time (sec.) | 0.0090 | 0.0010 | 0.0210 |
|  | No of Iter. | 11 | 13 | 19 |



Figure 2. Top Left: Case A; Top Right: Case B;
Bottom Left: Case C; Bottom Right: Case D.

## 7. Application to image restoration problem

It is noticed that images are in most cases distorted by the process of acquisition. The purpose of restoration technique for distorted image is to restore the original image from noisy observation of it. The image restoration problem can be modeled as the following undetermined system of linear equation:

$$
\begin{equation*}
v=F u+w, \tag{7.1}
\end{equation*}
$$

where $F: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}(M<N)$ is bounded linear operator, $u \in \mathbb{R}^{N}$ is an original image and $v \in \mathbb{R}^{M}$ is the observed image with noise $w$. It is well known that the solution of the model (7.1) is equivalent the solution of the (LASSO) problem as follows [30]:

$$
\begin{equation*}
\min _{u \in \mathbb{R}^{N}}\left\{k\|u\|_{1}+\frac{1}{2}\|v-F u\|_{2}^{2}\right\} \tag{7.2}
\end{equation*}
$$

where $k>0$.
It is worthy to know that according [29], one can reconstruct the LASSO problem (7.2) as a variational inequality problem by letting

$$
\mathcal{K} u=F^{T}(F u-v) .
$$

It is known that $\mathcal{K}$ is monotone hence quasi-monotone and Lipschitz continuous with $L=\left\|F^{T} F\right\|$.

Now, we compare the restoration efficiency of our suggested Algorithm 3.2 with Algorithm 1.1 and Algorithm 1.2. We use Peacock and Lenna for test images with sizes $256 \times 256$ in the Image Processing Toolbox in the MATLAB. The image went through a Gaussian blur of size $8 \times 8$ and standard deviation of $\sigma=4$.

The performances of the algorithms are measured via signal-to-noise ratio (SNR) defined by

$$
\begin{equation*}
S N R=20 \log _{10}\left(\frac{\|u\|_{2}}{\left\|u-u^{*}\right\|_{2}}\right) \tag{7.3}
\end{equation*}
$$

where $u^{*}$ is the restored image and $u$ is the original image. In this experiment, we maintain the same parameters used for all the algorithms in Example 6.1 with stopping criterion

$$
E_{m}=\left\|u_{m+1}-u_{m}\right\| \leq 10^{-5}
$$

The numerical results are shown in Figures 3-6 and Tables 3-4.


Figure 3. Blurred Peacock and its restorations via various method. (a) Original Peacock; (b) Peacock blurred by motion blur and random noise; (c) Peacock deblurred by Algorithm 3.2; (d) Peacock deblurred by Algorithm 1.2 and (e) Peacock deblurred by Algorithm 1.1.


Figure 4. Blurred Lenna and its restorations via various method. (a) Original Lenna; (b) Lenna blurred by motion blur and random noise; (c) Lenna deblurred by Algorithm 3.2; (d) Lenna deblurred by Algorithm 1.2 and (e) Lenna deblurred by Algorithm 1.1.
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Table 3. Comparison of numerical results for Algorithm 3.2, 1.2 and 1.1 using their SNR values for Peacock.

| Images | m | Algorithm 3.2 | Algorithm 1.2 | Algorithm 1.1 |
| :---: | :---: | :---: | :---: | :---: |
| Peacock.png |  | SNR | SNR | SNR |
| $(256 \times 256)$ | 300 | 36.8652 | 24.5768 | 21.988 |
|  | 500 | 36.9989 | 24.666 | 22.8918 |
|  | 800 | 37.0548 | 24.7031 | 22.9992 |
|  | 1000 | 37.0804 | 24.7201 | 23.8513 |



Figure 5. Graph corresponding to Table. 3

Table 4. Comparison of numerical results for Algorithm 3.2, 1.2 and 1.1 using their SNR values for Lenna.

| Images | m | Algorithm 3.2 | Algorithm 1.2 | Algorithm 1.1 |
| :---: | :---: | :---: | :---: | :---: |
| Lenna.tif |  | SNR | SNR | SNR |
| $(256 \times 256)$ | 300 | 35.2954 | 23.5302 | 12.8776 |
|  | 500 | 35.7201 | 23.7134 | 21.5233 |
|  | 800 | 37.0548 | 24.7031 | 22.9992 |
|  | 1000 | 35.9918 | 23.9542 | 23.6006 |



Figure 6. Graph corresponding to Table. 4
Remark 7.1. It is interesting to note that better quality of restored images are obtained with higher value of SNR. From Figures 3-6 and Tables 3-4,
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it is clear that our new algorithm has better restoration efficiency than the compared methods. Hence, our results are more applicable.

## 8. Conclusion

In this work, we have introduced a new self-adaptive relaxed Tseng exrtragradient algorithm with alternated inertial for solving variational inequalities and fixed point problems. Our convergence results have been obtained under mild conditions imposed on the control parameters. We have shown in several numerical experiments that our method enjoys better convergence rate than many existing methods. In order to show the practical applicability of our method to real word problems, we showed that our algorithm has better restoration efficiency than many well known methods in image restoration problem.
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