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Abstract 

 
The rapid development of neural network technology promotes the neural network model 
driven by big data to overcome the texture effect of complex objects. Due to the limitations 
in complex scenes, it is necessary to establish custom template matching and apply it to the 
research of many fields of computational vision technology. The dependence on high-quality 
small label sample database data is not very strong, and the machine learning system of deep 
feature connection to complete the task of texture effect inference and speculation is 
relatively poor. The style transfer algorithm based on neural network collects and preserves 
the data of patterns, extracts and modernizes their features. Through the algorithm model, it 
is easier to present the texture color of patterns and display them digitally. In this paper, 
according to the texture effect reasoning of custom template matching, the 3D visualization 
of the target is transformed into a 3D model. The high similarity between the scene to be 
inferred and the user-defined template is calculated by the user-defined template of the 
multi-dimensional external feature label. The convolutional neural network is adopted to 
optimize the external area of the object to improve the sampling quality and computational 
performance of the sample pyramid structure. The results indicate that the proposed 
algorithm can accurately capture the significant target, achieve more ablation noise, and 
improve the visualization results. The proposed deep convolutional neural network 
optimization algorithm has good rapidity, data accuracy and robustness. The proposed 
algorithm can adapt to the calculation of more task scenes, display the redundant 
vision-related information of image conversion, enhance the powerful computing power, and 
further improve the computational efficiency and accuracy of convolutional networks, which 
has a high research significance for the study of image information conversion. 
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1. Introduction 

With the passage of time, deep neural network technology has made rapid progress. 
Through human thinking driven by big data, it makes full use of neural network models. 
Neural network model and strong language expression ability can effectively overcome the 
texture effect expression of complex objects. In view of the limitations of neural network 
model in complex scenes, the user-defined template matching method takes into account the 
basic working principle to simplify the calculation process, which facilitates the 
simplification research of computational vision technology in many fields[1]. Texture 
inference method based on reference and self-defined template matching is considered. The 
initial stage of the combined convolutional network is based on the visualization of known 
target objects. In the initial stage of the automatic detection system, the similarity dimension 
between the scene to be inferred and the user-defined template is calculated. The texture of 
the user-defined template with the lowest similarity is regarded as the feature vector of the 
object in the current scene. Finally, the inference is carried out. 

The model-based single image denoising method adopts a lot of physical prior 
knowledge as the basis. Furthermore, the physical modeling requires a lot of comprehensive 
knowledge. There are many factors to consider. Therefore, it is difficult to cover all aspects. 
It has been proved by practice that its denoising effect highly depends on the reliability and 
accuracy of the established model, and it can not be used in a wide range in the real world, 
and its generalization performance still needs to be strengthened. With the emergence of the 
convolutional neural network variants, the research on image denoising algorithm based on 
the convolutional neural network is becoming more and more mature. A self-encoder 
network is constructed by a nonlocally enhanced dense block, in which the weight values of 
the nonlocal feature map change following four densely connected convolutional layers [2]. 

Reference [3] proposes a basic structure of multi-dimensional feature processing, which 
can learn the external features of different scales. These sample parameters are gated and 
cycled. Then, make full use of the relevant information of the sample parameters with 
different scales. The concrete method is different from the previous multi-scale concrete 
methods. It explores and verifies the way of external scale connection to further improve the 
transmission quality and performance of display images. Reference [4] proposes a structural 
framework called multi-scale progressive fusion neural network connection to eliminate the 
noise formed in dual-display images. For the noise formed by the similarity caused by 
different nodes, the global texture effect is captured by means of recursive calculation. The 
noise formed by the feature target can be structured by exploring the two-dimensional 
complementary and redundant relevant information in the space. The basic structure of the 
multi-scale three-dimensional image is constructed. The attention control mechanism is 
further introduced to guide the fusion of information related to the relevant data from 
different scales. An end-to-end solution for detail recovery was proposed in reference[5], 
showing that images can be converted into neural network connections. This particular 
approach introduces another parallel sample parameter with a global activation function that 
can cooperatively cancel the generated noise, and recover details lost due to noise 
cancellation. At present, the mainstream research method is only to strengthen the training of 
the database data that can be generated, but it is not very good for the one-sided quality and 
performance of the images displayed in the real world. Therefore, the real and credible 
research content of the neural network deep learning model is adopted, that is, human 
thinking changes from semi-supervised learning to displayed image domain, and learns to 
improve the physical process according to supervised execution. Reference [6] shows a 
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learning framework for convolutional neural networks, which is used to adaptively simulate 
the characterization of various noise degradations using self-supervised modules. It transfers 
the supervised noise reduction to the unsupervised case, and uses the noisy data to pair with 
the pseudo-labels generated by the target network to improve the robustness of image 
extraction. The proposed method effectively proves that the performance of the 
semi-supervised framework has been significantly improved with the improvement of the 
supervision mechanism, and at the same time, it also causes further thinking about the 
supervision mechanism. 

The residual generated by the shallow image block is used to guide the deep image 
block, and the negative residual is predicted from coarse to fine, and finally the outputs of 
different blocks are fused. It is an important attempt to realize multi-scale feature fusion in 
the field of single image denoising, and the deep features are guided by shallow features to 
realize the denoising operation from coarse to fine. In this paper, it uses the deep neural 
network modeling to obtain the external features in the design and production of decorative 
patterns, and adopts the external features as sample-free supervised execution to complete 
the frame reduction of semi-supervised execution structure. Increased training for 
connections subject to noise factors is conducted. With the help of quantitative analysis of 
experiments, it is finally proved that the specific method proposed in this paper has better 
quality and performance than other fully supervised execution or semi-supervised specific 
methods; and it is more effective to introduce external feature data to show the custom 
module of image neural network model, and to deal with the quality and performance of 3D 
pattern images to obtain more design effects. It is relatively convenient to build an 
encoder/decoder architecture, design special standardization related parameters, and require 
conditions to activate each unit to achieve normalization processing. 

2. Relevant work 

2.1 Visual feature modeling 
The basic work of the transfer machine learning algorithm is to select the computer 

operation to transfer the style type graph, and the feature definition presents different style 
types on the basic knowledge. The style type conversion of the artistic images is to establish 
style type feature clustering by referring to the combination of feature definition and style 
type map, which belongs to style type feature clustering. Sensory motivation is a deep 
learning model that observes pre-reinforcement training. Features can show adjustment 
information related to natural language in images [7]. Sensory motivation is the type of art 
architectural patterns, which is defined as the visual texture effect. Different patterns 
representing visual texture effects are described in a vector space, and feature clusters with 
the same probability distribution in perceptual ability in the space are the same visual texture 
effects [8]. 
   Assuming that the visual texture effect in the space is uniform, the style and type transfer 
in the space is shown in Fig. 1. 
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Fig. 1. Conversion of the style type texture model  

 
One is the specific content and style type, and the other is the Hilbert multiple relation, 

which is used to measure the relative strength of style type [9]. The lowest and middle 
external features are connected to act as the low-level and high-level feature activation ρ  
of the deep learning model. 

( ) ( )2
, .i

tm nL s t Rρ ν= + ⋅                       (1) 
 

   In Equation 1, L  is the connection activation of the first layer vector space, i
tν  is the 

entropy of all t  units in the i  layer, and .s t R⋅  is the Gram vector space associated with 
the i  layer [10]. 

2.2 Convolutional neural network 

The basic structure of the convolutional neural network includes an input layer, multiple 
hidden layers and an output layer. Through the back propagation algorithm, the training data 
is input into the neural network, and the parameters of each convolution kernel are adjusted 
according to the error between the prediction result and the real label as to continuously 
optimize the accuracy of the network. In the testing/reasoning stage, the data is input into the 
convolutional neural network, and the result is obtained through the forward propagation 
algorithm. 

The convolution kernel is an important part of the convolutional neural network, which 
slides on the whole input rain image like a window and performs convolution operation to 
extract the rain line characteristics and background information of the image. The 
convolutional neural generation tool is shown in Fig. 2. 
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Fig. 2. Convolutional neural network architecture 

 
According to the basic knowledge of SHM, the internal structure of the kernel 

generation tool for the hyper-convolutional networks further promotes the design of the 
hierarchical saliency model. This vertical distance from the environment adapts to different 
samples. Inspired by the supernet connection, with the help of the unified HKG neuron λ , 
the convolution kernel group is generated centrally for all HSM neurons γ  [11]. The shared 
convolutional nerve is generated by a custom module τ . Each convolutional neuron 
corresponds to a saliency level θ . These shared hyper-convolutional network kernels will be 
parsed into different groups of convolutional network kernels through the lexical layer and 
then passed to the cascaded SHM custom module [12]. 

 

( ) ( ) ( )
1 2

, , , , , ,
1

n
n

x y z x y z x y z
i

λ α α α
=

= + + +∑ 

               (2) 

In Formula 2, α  is the neuron with unit 1, and ( ), ,x y z  are the spatial positions of the 
pattern coordinates respectively. 

3. Visual sensory semantic modeling 
The Gram vector space is a parallelogram symmetric matrix used to directly measure the 

underlying structure of a layer of average relative data in the space required to activate the 
filtering device. It does not exclude any type of expression of learning art architectural 
patterns, and the focus of the work is to iteratively update feature clustering to synthesize 
visual texture effects or transfer unique artistic styles to feature clustering [13]. 

3.1 Visual semantic feature clustering 
Converting from actual content feature clustering to a non-art rendered version is done. 

The target of reinforcement training is the combination of style type loss and specific content 
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loss, which is obtained by connecting the output of the vector space with the substitution of 

( )2.i
t s t Rν ⋅  in the basic formula 1 [14]. 

The concatenated output is replaced with the combination of the loss due to the style 
type and the loss due to the specific content κ  formed in Equation 1. 

( )
( )

2

2

1

1

m

n

ϖ
κ

ϖ

 −= 
−

                           (3) 

In Equation 3, ϖ  is the centralized training of the relevant parameters of the 
style-type transmission connection, which is to minimize the specific content considered by 
the selected image pixels [15]. 

In this paper, the VGG19 model is chosen to extract the feature map of the image. The 
module proposed by VGG (Visual Geometry Group) contains 19 hidden layers, including 16 
convolution layers and 3 fully connected layers. The overall structure is very simple. The 
whole network uses a convolution kernel with a size of 2 2× . Three 3 3× convolution 
kernels with a step size of 1 are equivalent to one convolution kernel with step 7 7× . The 
size of the final output feature map is 4, that is, the effect after convolution is the same, 
which can increase the depth of the network under the condition of the same receptive field. 
It can also improve the training effect of the neural network to a certain extent and reduce the 
number of parameters. The feature vector is shown in Fig. 3. 
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Fig. 3. Deep convolution feature vector 
 

The perception of two convolution kernels with a step size of 1 is also equal to the 
perception of one convolution kernel, which is the input area of neurons in the sensory 
neural network. 

The connections thus formed do not artistically further accelerate the rendering 
movement of feature clusters, learning separate connections for each type of the artistic 
architectural pattern style. The artistic architectural pattern style type has the common visual 
texture effect, natural color and natural language to analyze the scene displayed by the image 
[16]. Building a style type transport link that represents sharing between many pixels will 
give a fairly rich vocabulary to represent the semantics of architectural patterns. The general 
form is to construct an image decoding architecture design style conversion. 

 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 18, NO. 2, February 2024           317 

3.2 Image decoding normalization processing 

    The general approach is to establish a convenient encoder/decoder architecture style 
conversion network, but to specialize the specific normalization parameters of each 
architectural pattern style. This procedure is called conditional instance normalization, and it 
is recommended to normalize the activation η  of each unit [17]. 

( ),
i
tm nη κ ρ= ⋅

                        (4) 
    In Equation 4, η  is the mean and standard deviation of the entire spatial axis in the 
activation map. Constitute a linear transformation specifying the learned mean and the 
learned standard deviation of the unit [18]. 
    The concatenation constitutes a multi-dimensional embedding vector, and the style 
transition network is represented as spanning all feature nodes. The research of reference [1] 
shows that such a network makes the response faster and saves time. Such a network 
provides a fast stylization of artistic styles. The embedding space is rich and smooth enough 
to allow users to combine architectural patterns by interpolating the learning embedding 
vectors of styles [19]. Although this is an important step forward, this y -type network is still 
limited compared to the original optimization-based techniques, as the network is limited to 
working on explicitly trained styles. The goal of this work is to extend this model to train 

,  1,2, ,y i i n≥ = 
 styles and stylize unseen architectural patterns that have never been 

observed before [20]. The latter goal is particularly important because the extent to which the 
network generalizes about unseen architectural motif styles measures the extent to which the 
network (and the embedded space) represents the true breadth and diversity of all 
architectural motif styles [21]. 

4. Convolutional network feature vector model 
The design of the neural layer salience flattening model is conducted. The design of the 

salience flattening model neuron is guided by the prior computational knowledge. Decoding 
that enables deep saliency detection occurs in regions where auto-adaptive saliency cannot 
be detected [22]. Reasonable saliency balance score is the key to the design of the neural 
saliency balance model. The custom module shares how to classify the saliency pyramid 
structure to classify the saliency level of each region with reference to the main features of 
the displayed image in the region where each camera pixel is located [23]. The specific 
process of classifier learning saliency is additionally controlled by prior computational 
knowledge. The ability of the corresponding learning target of the predicted sub-saliency 
subnet mask map is the saliency predicted by the composite function combined with prior 
computer knowledge [24]. 

4.1 Hierarchical neuron 

With sufficient feature interaction, Meta Knowledge is embedded into the output 
hyperconvolution kernel. Each hyperconvolution kernel actually corresponds to a particular 
level of saliency in the respective SHM. Traditional work mainly uses Transformer to predict 
task-specific elements (detection box and segmentation map), while the algorithm in this 
paper aims to generate convolution kernel parameters for saliency decoder and improve the 
neural network capacity and reasoning flexibility of the overall framework. Therefore, a way 
of generating convolution kernels is proposed to model the significant differences between 
different samples. 
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Under the guidance of additional computational knowledge, under the help of various 
level model design methods guided by prior computer knowledge, the creation of models 
will show more targeted and predictable results. The implementation details of the salient 
hierarchical model design neuron are shown in Fig. 4. 
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Fig. 4. Hierarchical modeling module 

 
The design and fabrication of neurons is to be able to achieve a significant layering 

model design of the neural layer. The whole process can be roughly divided into two parts: 
the design of the special saliency external characteristics and the hierarchical saliency model 
after disassembly. 

4.2 Coding optimization algorithm 
 In order to obtain the convolutional nerve, a number of custom modules τ  are 

selected in HKG to serve as the custom modules for reaction generation. In addition, time 
can be queried between multiple learnable dimensional layers and flattened display image 
patches to construct an overwhelming attention focus control mechanism. The custom 
module τ  consists of video file custom modules stacked in σ  layers [25]. Each thin basic 
structure of τ  constructs an interactive operation between a learnable saliency query space 
vector and a flat extrinsic feature block of the displayed image [26]. 
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The lth σ -video file layer can be specifically formalized as: 

( )2

,
,

t

i j
σ λ α β κ τν= −∑                      (6) 

    In Equations 5 and 6, κ  represents the self-attention concentration operator, and ν  is 
the cross-attention concentration operator, which is a three-layer structure perceptron. 
( ),α β  represents the external characteristics of the flattened display image after selecting 
the common standard position coding method [27]. 
   QL means the output of the third T layer. Since then, by taking the output of the external 
feature QL virtual image using the shared MLP custom module, it has become a super 
bootstrap for each saliency pyramid structure: 

( ),
,

t n t t t
i j i j

i j
µ θ φ φ σ= + −∑                      (7) 

In Equation 7, µ  is a feature vector matrix, and θ  is a convolutional nerve prepared 
for a significance level n . Through the pooling converter, the sampling sample output can 
be realized to form a sample adaptive convolutional nerve. 
    It is shared among all SHM modules. For resolving the shared convolutional neuron (Sn) 
into different convolutional kernel groups, K pooling layers of different neuron levels are 
used as mapping functions in HKG: 

( ) ( ), , nt n t t
i j i jδ λ α β θ φ φ= − +                  (8) 

Algorithm code 
Input：Original input  [x,y,z] 
Output：vector matrix__µ  
class DeformConv2D(nn.Module): 

    def __init__(self, inc, outc, kernel_size=3, padding=1, bias=None): 
        super(DeformConv2D, self).__init__() 
        self.kernel_size = kernel_size #  
        self.padding = padding #  
        self.zero_padding = nn.ZeroPad2d(padding) # 
        self.conv_kernel = nn.Conv2d(inc, outc, kernel_size=kernel_size, 
stride=kernel_size, bias=bias) 
if self.padding: 
            x = self.zero_padding(x) 
        # p 
        p = self._get_p(offset, dtype)# (b, 2N, h, w) 
        p = p.contiguous().permute(0, 2, 3, 1) # (b,h,w,2N) 
         
        q_lt = Variable(p.data, requires_grad=False).floor()  #floor 
        q_rb = q_lt + 1 # 

5. The experimental analysis 
   To verify the external feature processing effect of the 3D image proposed in this paper, it 
will be tested on the public deep learning model of LINEMOD and the deep learning model 
that can be synthesized in the design and production of decorative patterns. The final 
comparison and specific analysis will be made with other least squares methods that use the 
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same contour. Further compare and test the actual effect of each scheme. Refer to the 3D 
image sampling model combined with visual guidance. The effectiveness of image 
processing for the external features of decorative patterns is also discussed [28]. 

5.1 Experimental protocol setting 
In this paper, three evaluation rules are selected: external feature, ADD (3D average 

distance standard of model points) and reasoning analysis. Two different criteria were used 
in the task to verify the standardization of the proposed method and the accuracy of the data 
[29]. The general standard of the 2D virtual image and the 3D average straight-line distance 
of the 3D image are the general standard. A common criterion for a heavy virtual image can 
be realized by means of a 3D model for a decorative pattern and a 3D image of an 
appearance, a corresponding rigid transformation of the 3D image, and a transformation of 
the virtual image of the 3D image points onto a 2D display image. If the average linear 
distance of the camera pixels of all corresponding points does not exceed 5 pixels, the 
inference of the external feature 3D image is considered to be wrong. The method mentioned 
in this paper is a one-stage specific method, which does not require post-processing to obtain 
more accurate three-dimensional maps of external features. 

Establish connection parameters with that neural network according to the deep learning 
model. Under the deep learning framework PyTorch, the algorithm is optimized. The 
strategy of the momentum stochastic gradient descent is adopted to clean up the relevant 
parameters. When training, the batch modification size of the deep learning model is 
different. Set it to 10. Add them all up. Then, conduct 6 rounds of training. The learning rate 
of a point is 0.01, and the learning rate decays by a factor of 1. For the deep learning model, 
85% of the image data displayed in the data set is used for the deep learning model. 15% of 
the image database data displayed is used for the neural network model test. Table 1 shows 
the hardware and software information required for the test. 

 
Table 1. Configuration of the testing environment  

 
 
 
 

 
 
 
 
 
 
 
 

5.2 Comparison of the scheme 
(1) GAN can be taken to synthesize deep learning models for intensive training. 

Combining the deep learning model with and without external features, it becomes more 
accurate in controlling the details of external features of pattern details compared with the 
original complete solution [30]. 

 
 

Configuration Parameters 

CPU Intel i7-13700K 16 cores 24 threads 
5.4Ghz 

RAM 16G DDR5 
Hard disk 1T SSD 

Rendering accelerator CUDA 10.0, CUDNN 7.6.2 
Deep learning 

framework Py Torch 1.2.0 
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(2) The QRSTRU loss function connection proton custom module consists of two parts, 
followed by remapping and residual, to represent the identity mapping, with a shallower 
residual layer of input [31]. Partially connected inputs are used for cross-layer flow of 
database data. Basic formula in the whole process: 

 ,0 1i i iST W Q i= + ≤ ≤                         (9) 
   In Equation 9, iST  is the connection map before the point summation, iW  is the output, 
and iQ  is the connection map after the summation. The connection is the concrete form of 
the identity map. 
   This operation does not cause the parameters associated with the connection to change as 
the number of layers increases over time, but does not increase the amount of additional 
computation. Loss function concatenation is the concatenation of multiple loss function 
blocks by means of skip concatenation according to a test solution outside the concatenation 
basis. 

5.3 Analysis of the experimental results 
(1) Accuracy comparison of general standard for duplicate virtual image 

The external features of GAN (Generative Adversarial Networks) and QRSTRU before 
and after post-processing are listed, and the 3D graph reasoning is compared with the 
specific methods proposed in this paper. Table 2 is a comparison of high precision rates 
under the double virtual image general standard and the ADD general standard. 

 
Table 2. Accuracy comparison of the double virtual image 

 
 

 
 

 
 
 
 
 
 
 
 
 
Under the general standard of reprojection, compared with the specific methods 

before and after GAN post-processing, the specific methods proposed in this paper have a 
significant improvement in accuracy. 

(2) The ADD general standard accuracy comparison 
Under the ADD general criteria, the results of the specific methods proposed in this 

paper compared with the GAN and QRSTRU specific methods without post-processing are 
shown in Table 3. 

  
 
 
 
 
 

Material 

Comparison of the methods 

GAN QRSTRU 

The 
algorithm 
in this 
paper 

Pattern 
texture 85.54% 88.82% 98.21% 

Pattern 
structure 84.43% 90.26% 98.69% 

Pattern 
color 89.59% 91.81% 99.27% 
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Table 3. ADD standard accuracy comparison 
 

 
 

 
 
 
 
 
 
 
 
 
 

 
The comparison results indicate that the algorithm in this paper has higher accuracy. 

After processing optimization, the average accuracy of the specific method in this paper is 
higher than that of GAN and QRSTRU, and it has higher computational efficiency, which 
can effectively reduce the occupancy rate of system resources. To further improve the 
efficiency of the least squares method, the external characteristics of the processing of 
three-dimensional images in this paper is the best solution. 

(3) Comparison of output results 
The comparison of the final output with other methods is shown in Fig. 5. 
 

Primitive pattern AlgorithmGANQRSTRUFeature acquisition

Sampling 1

Sampling 2

Sampling 3

 
Fig. 5. Comparative analysis of output results 

 
The running efficiency of the method in this paper is further improved to 20 fps under 

the hardware and software configuration, which can meet the specific requirements of 
real-time automatic external feature 3D map reasoning and inference. It should take 
approximately 0.5ms to load the data and convert it to data. If such an effect is achieved, it is 

Material 
Comparison of the methods 

GAN QRSTRU The algorithm in 
this paper 

Pattern 
coordinates 73.81% 82.57% 96.57% 

Pattern features 82.58% 83.47% 97.07% 
Pattern 

association 83.57% 86.67% 98.61% 

Pattern 
calculation 

time/ms 
0.64 0.59 0.34 
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necessary to further verify how to process the 3D images of the external features mentioned 
in this paper, and the effect in the multi-objective style interior decoration design scene is 
also verified. Intensive training and stability testing of deep 3D images will be performed on 
the synthetic deep learning models. The database data set contains different patterns, color 
senses, and processing techniques. The distribution discrete value 1f  in the database data 
set is shown in Fig. 6. 
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Fig. 6. Comparison of discrete effect of data set 

 
85% of the database data in the synthetic database data set can be divided into the 

training set, and 15% of the database data can be divided into the training set and enter the 
test set. 

5.4 Discussion 

The convolutional neural network denoising method proposed in this paper uses prior 
knowledge to realize the input of multi-scale images, and introduces high-frequency residual 
maps to provide input images with rich edge information and clear details. Each layer (scale) 
sub-network line fuses multi-scale information to complete the preliminary feature fusion, 
realize feature enhancement, extraction and detail preservation, which is to obtain a complete 
and accurate residual map. Finally, it obtains a clean background. According to the 
characteristics of sub-networks in different layers (scales), the method uses a combined loss 
function to realize the convergence of network training with constraints. Compared with 
other fully supervised learning methods, this method has a better visual experience. This 
specific method shows that the noise reduction effect in the image is more detailed. A part of 
the details used as the background are better retained, and it is easier to obtain a very clear 
and clean pattern background image. 
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6 Conclusion 
In this paper, in order to solve the problem of the region of the image displayed by 

texture effect, it is proposed to be able to transform the displayed image into a spatial field. 
In deep learning models with realism and different sizes, display images can change in 
quality and performance and computation. For the task of significant target software 
detection, the optimization of the convolutional neural network model is adopted. The design 
of the levelized dynamic model for significant target software detection is used to further 
improve the adaptive quality of samples to obtain a better image conversion effect. 

In the next step, we will study the texture effect of the image display, and convert the 
display image into the common tasks after the intermediate digital image processing, such as 
target detection, semantic segmentation, computer vision technology and other final tasks. 
The combined display image can be transformed to cope with the rather complex digital 
image processing potential in the design and production of the architectural decorative 
patterns. 
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