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ABSTRACT

An online social network is a platform that is continuously expanding, which enables groups of people to share their views and 
communicate with one another using the Internet. The social relations among members of the public are significantly improved 
because of this gesture. Despite these advantages and opportunities, criminals are continuing to broaden their attempts to exploit 
people by making use of techniques and approaches designed to undermine and exploit their victims for criminal activities. The 
field of digital forensics, on the other hand, has made significant progress in reducing the impact of this risk. Even though most 
of these digital forensic investigation techniques are carried out manually, most of these methods are not usually appropriate for 
use with online social networks due to their complexity, growth in data volumes, and technical issues that are present in these 
environments. In both civil and criminal cases, including sexual harassment, intellectual property theft, cyberstalking, online 
terrorism, and cyberbullying, forensic investigations on social media platforms have become more crucial. This study explores 
the use of machine learning techniques for addressing criminal incidents on social media platforms, particularly during forensic 
investigations. In addition, it outlines some of the difficulties encountered by forensic investigators while investigating crimes on 
social networking sites.
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1. INTRODUCTION

1.1. Research Background
Globally, billions of people use social media to interact 

with others, exchange information, and keep in contact 
with family and friends. It has become a key component 
of our daily socioeconomic activities for both individu-
als and commercial enterprises. The term “social media” 
refers to all communication platforms that are utilized 
for communication and social interaction among a group 
of people by exchanging their views and content sharing 
(Arshad et al., 2019). Facebook, WhatsApp, Messenger, 
Instagram, Twitter, Myspace, and other online gaming 
platforms are among the social media platforms available 
today for social interactions and networking (Ngejane et 
al., 2018). Due to recent advancements in computer sci-
ence and modern technologies, social media networks 
have become a vital aspect of human life. These platforms 
are widely recognized for sharing information, news, and 
daily updates, and serve as the main channel for gather-
ing and transmitting data (Shahbazi & Byun, 2021). Even 
though these platforms might be useful, it is important to 
remember that some of the information available to users 
is false and could mislead them wrongly. However, they 
also serve as a tool for fostering interaction and content 
dissemination among a group of users or a specific set of 
people. As a result of its scalability and adaptability, social 
media has quickly surpassed traditional forms of com-
munication in both personal and professional settings. 
However, it is also used regularly by several businesses to 
increase efficiency on the job (Sun et al., 2021). Despite 
the many positive effects of social media, criminals are 
still finding new methods to use it for their interests. This 
social media exploitation has serious political, cultural, 
and sociological repercussions, in addition to the obvious 
economic costs of lost productivity, compromised sys-
tems, and stolen identities.

Social media and other types of cutting-edge com-
munication technologies are being used by criminals in 
their operations. When these platforms are monitored, 
law enforcement authorities may be able to apply new 
methods for reporting crimes directly to the investigative 
authorities, allowing for a faster reaction time during the 
occurrence itself (Flores et al., 2021). Because of this, it 
is feasible to effectively adapt techniques across types of 
crime that need data or an established detection method 
(Fazil & Abulaish, 2018). Because of the advent and wide-
spread use of the Internet, cybercriminals may now reach 
those who were previously out of their reach (Drury et al., 

2022). These drawbacks, however, raise the possibility that 
criminals may use social media to target several people 
in multiple locations. Data misuse, money laundering, e-
terrorism, illegal access to computer systems, and theft of 
intellectual property are just a few examples of the types 
of computer-related crimes that digital forensics is often 
employed to investigate (Mohammad & Alqahtani, 2019). 
As a result, digital forensics investigations are recognized 
as a defined technique that uses systematic principles and 
technology to identify, collect, preserve, and analyze elec-
tronic evidence in the aftermath of an Internet-connected 
crime. Data from computers and other electronic stor-
age devices is acquired as part of these investigations to 
help determine what malicious actions were taken on a 
computer and who was accountable for them (Baig et al., 
2017). But as more and more people make use of comput-
ers, the quantity and variety of data available for forensic 
examinations have grown exponentially. The growth of 
this phenomenon may be traced back to the proliferation 
of online and social media platforms (Bindu et al., 2017).

Accordingly, forensic investigators have challenges 
while attempting to analyze these platforms due to the in-
formation sources contained within them. However, there 
may be a greater weight on backlogs for digital forensic 
investigations (Mohammad, 2020). Social media plat-
forms can provide valuable information about potential 
suspects, victims, and witnesses. These platforms offer a 
continuously updated collection of user-generated data 
sources, such as posts, friends, photos, demographics, 
chats, and more (Arshad et al., 2019). However, intelligent 
technologies like machine learning (ML) and natural lan-
guage processing (NLP) have demonstrated their potential 
to enhance digital forensic investigations, particularly on 
social media platforms (Shahbazi & Byun, 2022; Sun et al., 
2021). Therefore, the same problem exists when looking 
at massive volumes of data, including online interactions 
and chat histories. In contrast, these tools may automate 
the processes often used in digital forensics investigations. 
In addition, they may expedite the process and help law 
enforcement with the management of criminal exploita-
tions that frequently occur on online media platforms 
(Nowroozi et al., 2021). Strategic utilization of email and 
various online networks offers significant advantages in 
information exchange and communication. ML text clas-
sification plays a crucial role in enhancing the security 
measures needed for daily interactions on social media 
platforms. Notable incidents, such as the misinformation 
spread during the US Clinton campaign and other high-
profile cases, underscore the importance of interdisci-
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plinary and digital forensics research. These incidents, 
reported and widely circulated on social media, highlight 
the urgent need for relevant stakeholders to support re-
search efforts aimed at curbing the dissemination of false 
information and addressing the underlying issues it re-
veals (Lazer et al., 2018). Similar findings emerged during 
the recent COVID-19 pandemic, as presented in Song and 
Fergnani (2022)’s article on the strategies of underlining 
collective understanding of disease outbreaks. Additional-
ly, concerns have been raised about terrorists and criminal 
syndicates exploiting social media for their activities. They 
create private communication channels to coordinate and 
exchange information, underscoring the need for vigilant 
monitoring and intervention (Goodman, 2019; Keatinge 
& Keen, 2019).

1.2. Digital Forensics
Digital forensics involves the examination of crimes 

involving digital technologies. Its primary objective is to 
identify, gather, and assess evidence from digital sources, 
obtain evidence for legal proceedings, and present find-
ings in a court of the relevant jurisdiction (Hargreaves 
& Patterson, 2012). The use of digital devices as tools for 
crime has increased criminals’ ability to execute different 
criminal offenses, such as stealinginformation, modifying 
user data, and unauthorized access to private informa-
tion. The significance of digital forensics and the use of 
digital evidence in the field of forensics has been growing 
steadily, with technology playing a crucial role for both 
cybercriminals and security experts (Bankole et al., 2022). 
As a result, the importance of emphasizing cybersecu-
rity and digital forensics cannot be overstated. Effective 
cybersecurity measures are essential to protect digital 
assets and sensitive information from malicious access. 
Simultaneously, digital forensics is pivotal for investigating 
cybercrimes, collecting digital evidence, and supporting 
legal proceedings. To stay ahead of cyber threats, ongoing 
advancements in digital forensics methodologies are nec-
essary, along with collaboration between law enforcement, 
cybersecurity experts, and digital forensics specialists. 
Recognizing the importance of these fields and investing 
in research, training, and collaboration is crucial for de-
fending against cyber threats and ensuring the integrity of 
digital environments.

However, it is necessary to protect businesses from 
cyber-attacks while also learning from digital evidence 
left after the incidents and being digitally forensically pre-
pared for any kind of cyber/digital incident (Casino et al., 
2022). Generally, the field of digital forensics has involved 

collecting and analyzing evidence of illegal conduct on 
digital media using a range of tools and methodologies 
for presentation in a court of competent jurisdiction. It is 
difficult to underline the importance of digital forensics in 
the context of a modern criminal investigation due to the 
environment in which they operate. In general, everything 
that can be retrieved from digital devices and is connected 
to computer technology is referred to as “digital evidence,” 
including files and data in digital form. This data is re-
corded and transmitted in digital form and is admissible 
in court (Khanafseh et al., 2019). Moreover, investigators 
who are currently working on developing models for digi-
tal forensics are increasingly recognizing its significance. 
Previous literature outlines four fundamental stages in 
digital forensics: acquisition, identification, evaluation, 
and admission. However, recent advancements have led to 
the development of various models describing techniques 
used to collect, examine, analyze, and report data from 
different digital devices. Recent studies have highlighted 
the impact of cognitive and human factors on investigative 
tasks, emphasizing the importance of identifying physical 
activities in the digital forensic investigation process, as 
noted (Horsman & Sunde, 2022). For digital forensics to 
be effective in criminal investigations, it must rely on clear 
and credible techniques. The processes of digital forensic 
investigation are illustrated in Fig. 1.

1.3. Crimes Committed on Social Media Platforms
The following are the most prevalent tactics and strate-

gies used by social media criminals to commit crimes to 
exploit people:

• Criminals have used social media to persuade or en-
gage victims to commit crimes, and they frequently 
disguise their identities while committing these 
crimes.

• In some circumstances, organizations may advertise 
and promote their services on suspicious websites 
while acquiring customer data for potential use in 
illegal activities. They promote and sell fake items 
through e-commerce platforms, which is a crime 
against the economy.

• Social media posts have the potential to insult mar-
ginalized individuals, persuade others, incite actual 
crimes, and facilitate various illegal activities, includ-
ing hate speech and sexual harassment. Additionally, 
social media is often utilized as a disguise for engag-
ing in unlawful behavior.

http://www.jistap.org
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Therefore, this study aims to conduct a comprehensive 
survey of ML technologies, algorithms, and NLP methods 
utilized to tackle criminal activities within Online social 
networks (OSNs), as outlined in the work by Shahbazi 
and Byun (2022). The research not only outlines these 
approaches but also examines their effectiveness in ad-
dressing various challenges. A significant contribution 
of this study to the field of social media forensics lies in 
evaluating the applicability of ML techniques and NLP 
approaches to identify suspicious behavior in OSN inter-
actions, aiding in the discovery of crime suspects for court 
presentations in relevant jurisdictions.

1.4. Research Purpose
The purpose of this research is to explore and advance 

the use of ML techniques in digital forensics, specifically 
on social media platforms. However, the study will investi-
gate how ML approaches can be used to effectively extract 
and analyze digital evidence from social media platforms. 
It will also study emerging ML methodologies and tech-
niques that can enhance the capabilities of digital forensic 
investigators in handling and processing large volumes of 
data from social media platforms.

1.5. Research Objectives
• To explore the ML models that can be used to au-

tomatically detect criminal activity on social media 
platforms. This would free up investigators to focus 
on more complex tasks and would allow law en-
forcement agencies to investigate a wider range of 

crimes more effectively.
• To identify the challenges and limitations of ML-

based digital forensic investigation on social media 
platforms. This would help researchers to develop 
new ML techniques that are more effective and ef-
ficient.

• To identify the best practices for using ML in digital 
forensic investigations on social media platforms. 
This would help law enforcement agencies to get the 
most out of ML and would help to ensure that the 
results of ML-based investigations are reliable and 
accurate.

2. RELATED LITERATURE

This section presents an in-depth review of some 
significant studies for digital forensics investigations on 
OSNs with ML integration, as well as an assessment of 
their benefits and drawbacks. This research examines 
the current state of social media forensics. Global and 
individual digital forensics investigation processes and 
methodologies, such as those developed for social media 
forensics, are the techniques usedduring an investigation 
(Sun et al., 2021). Globally oriented digital forensics inves-
tigation focuses on a larger collection and analysis of col-
lected data, which may be diverse and unstructured, with 
the primary goal of identifying and extracting as many 
hidden relationships between individuals as needed (Liu 
et al., 2019; Sun et al., 2021). Individually focused digital 
forensic investigation, on the other hand, involves collect-
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ing data from a single computing device, such as a mobile 
device, to retrieve digital content and artifacts from the 
user’s account (Arshad et al., 2020; Stoyanova, 2020). 
When there is a reporting case on a criminal breach of 
trust, global data collection and analysis might also aid in 
discovering potential criminal syndicate members within 
an organization.

The study conducted by Taha and Yoo (2019) intro-
duces a graphical overview that identifies individuals in a 
social network with close affiliations to widely recognized 
criminals. This research contributes to improving com-
munication and the identification of leaders within the 
network (Taha & Yoo, 2019). Furthermore, techniques like 
artificial intelligence, deep learning, NLP, and ML have 
been employed to pinpoint suspicious activities in social 
networks, as observed in the work by Bindu et al. (2017). 
They developed a supervised ML algorithm to automati-
cally identify abnormal users in a static social network, 
assuming the network structure remains stable. Addition-
ally, a hybrid approach for detecting automated spammers 
on Twitter was proposed (Fazil & Abulaish, 2018). This 
method analyses crucial factors, including community-
based elements, using ML, considering metadata, content, 
and interaction-based features. Regardless of the machine’s 
level of automation or complexity, Ruan et al. (2016) uti-
lizes ML approaches to detect bot-maintained accounts on 
Twitter to identify spammers.

Several feature representations have been proposed for 
building a trustworthy bot detection model. A linguistic 
and content analytic strategy for investigating online pred-
atory chats using Linguistic Inquiry and Word Count was 
proposed by Black et al. (2015). The authors wanted to see 
if there was any connection between predator behavior 
patterns offline and online by using O’Connell (2003)’s 
five sexual grooming phases. Computer crime, particu-
larly on social media, is on the rise as a result of the global 
accessibility of computing resources. The Computer Mis-
use Act of 1990 in the United Kingdom establishes many 
penalties involving personal data stored by both public 
and commercial companies. Even though this legislation 
was formed in the United States and the United Kingdom, 
it has extraterritorial effects and can be utilized anywhere 
in the world. This generic offense includes spear phish-
ing. The Computer Misuse Act considers spear phishing 
a violation due to its aim to obtain unauthorized access to 
computer systems.

Misuse of computers and the Internet may refer to a 
variety of unethical or unlawful behaviors involving the 
use of computer networks, systems, and the Internet. 

Some examples of online and computer abuse include 
cyberbullying, which is the practice of harassing someone 
online, often through social media or messaging services. 
However, hacking is also another term for gaining unau-
thorized access to a computer system or network with the 
intent to steal data or cause harm. A phishing attack is also 
another Internet misuse practice of tricking individuals 
into divulging personal information, including passwords 
or credit card details, via the use of phony emails, texts, or 
websites. These are just a handful of the numerous ways 
that people abuse computers and the Internet. It is im-
portant to be informed about these concerns and to take 
precautions to safeguard one’s online identity and personal 
data. Investigators must use standardized and clearly de-
fined forensic processes to deal with various crimes using 
digital devices. Finding and collecting evidence from the 
resources is a key component of any digital crime investi-
gation procedure.

3. ONLINE SOCIAL MEDIA FORENSICS

In recent years, social media has emerged as a valu-
able tool for individuals seeking to promote both positive 
and negative ideas. This form of advertising is designed 
to raise awareness about various concepts and activities, 
engage supporters in specific causes, and generate finan-
cial backing (Keatinge & Keen, 2019). Due to its ease of 
use in conveying messages and attracting supporters, 
social media proves to be an excellent platform for profit-
making endeavors. OSNs, including popular websites like 
Twitter and Facebook, constitute one of these social struc-
tures (Shahbazi & Byun, 2020; Suryanto et al., 2021). The 
extraction of forensic data from social media platforms 
has emerged as a significant field of study in forensic sci-
ence (Shahbazi & Byun, 2020; Suryanto et al., 2021). Most 
of the information is acquired through standard digital 
forensics, which is a very sophisticated kind of evidence 
when dealing with criminal cases online. Despite this, the 
globally spread nature of OSN shared contents and data 
volume makes the extraction procedure more complex. 
Due to privacy standards based on worldwide data pro-
tection legislation, only a limited degree of access is au-
thorized when acquiring data from individuals without a 
legitimate purpose (Li et al., 2018b). During forensic data 
collection, the system operator is called to ask about for-
matting issues and data authenticity (Lorch et al., 2022).

For the past few years, researchers have been focusing 
on collecting artifacts from client devices since they might 
have physical access to those devices (Sandoval-Orozco et 

http://www.jistap.org
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al., 2020). On the other hand, the law enforcement com-
munity, evidence modeling, and forensic analysis based 
on cloud computing approaches are now on the focal line 
to enable investigators to find a suitable method for con-
ducting a digital investigation on the platforms (Hemdan 
& Manjaiah, 2021; Purnaye & Kulkarni, 2022; Sun et al., 
2021). To collect DF data, several critical steps must be 
taken to establish criminal cases in terms of their location, 
data sources, security, and so on (Shahbazi & Byun, 2021). 
Users can access and understand the data that social me-
dia networks provide more easily due to the scalability of 
the computing resources available. Similarly, as a result of 
the Global Data Protection Regulation that protects us-
ers, it is now mandatory to use this act under the law and 
formal processes (Misra & Arumugam, 2022). To ensure 
consistency and effectiveness, this process should be car-
ried out by a highly qualified person who has a deep un-
derstanding of technical and legal issues (Sun et al., 2021). 
During the digital forensic investigation, the primary 
sources for social media content are recognized as artifacts 
(Horan & Saiedian, 2021).

3.1. Online Social Media Statistics
According to Statista’s 2022 estimate, Facebook was the 

first social media network to surpass one billion registered 
accounts, boasting over 2.89 billion monthly active users. 
Currently, the company oversees four of the most popular 
social media platforms: Facebook (the main platform), 
Facebook Messenger, WhatsApp, and Instagram, all of 
which have more than one billion monthly active users. In 
the third quarter of 2021, Facebook reported a staggering 
3.58 billion monthly active users (Statista, 2022). Major 
social media sites are typically accessible in numerous lan-
guages, enabling users to connect with friends and others 
irrespective of geographical, political, or economic bound-

aries. As of 2022, social networking sites were estimated 
to have 3.96 billion users, a number expected to rise due 
to the increasing popularity of mobile devices and mobile 
social networks in underdeveloped countries. The grow-
ing usage of social media indicates a profound integration 
of these platforms into people’s daily lives. Projections 
suggest that by 2023, there will be 4.89 billion social me-
dia users worldwide, reflecting a 6.5% increase from the 
current year. Notably, there has been a significant 79.1% 
increase in social media users over just five years, from 
1.7 billion in 2012 to 2.2 billion in 2019. Throughout that 
period, there was an average yearly growth rate of 10.2%. 
While the total number of people using social media will 
rise in the future, its pace of expansion is likely to level 
out. Forecasts indicate a 5% compound annual growth 
rate between 2023 and 2027. Fig. 2 illustrates the most 
widely used social networks worldwide (Oberlo, 2023).

3.2. Video Analysis Forensics with Machine Learning
In recent years, ML has played a significant role in 

problem-solving across diverse domains, notably in in-
dustries such as industrial and forensic science (Sandoval-
Orozco et al., 2020). ML is a data analysis method that 
automates the creation of analytical models, incorporating 
techniques such as supervised learning, unsupervised 
learning, reinforcement learning, and semi-supervised 
learning, finding extensive applications across global sec-
tors (Javed et al., 2021). Currently, it is a widely utilized 
tool for video analysis (Bengio & LeCun, 2017). In a simi-
lar vein, Güera and Delp (2018) introduced a temporal-
aware pipeline architecture for detecting deepfake videos 
in movies and retrieving frame-level data. This method 
employs a Convolutional Neural Network (CNN) and a 
Recurrent Neural Network (RNN) trained to determine 
video modifications. Additionally, Hosler et al. (2019) 
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provided a technique for identifying video sources and 
confirming their legality. However, developing and testing 
advanced video forensic algorithms is challenging without 
access to common digital video databases. To address this 
need, the authors proposed the video authentication and 
camera identification database, offering a diverse collec-
tion of movies, which is especially beneficial for develop-
ing camera model identification algorithms.

While there is limited research on forensic tools uti-
lizing ML to detect image provenance, most of these ap-
proaches can be applied to already collected film frame 
data due to the complexity of direct operations on video. 
Comparatively, Li et al. (2018a) introduced a novel meth-
odology classifying video source output identification 
methods based on wavelet transformations, convincing 
artifacts, color filter arrays, sensor flaws, and metadata. 
Attributes like mobile devices, sensor flaws, and cam-
eras are commonly employed in evaluating video source 
output, with sensor flaws being a notable consideration 
(Xiao et al., 2019). However, the application of deep learn-
ing should be controlled carefully to prevent unintended 
consequences, such as damaging scene properties during 
frame removal. In the realm of video forensics, evidence 
extraction from videos is crucial, involving techniques 
like face recognition and keyframe detection to aid inves-
tigators in gathering evidence from crime scene record-
ings. Keyframe extraction, representing video sequences 
through summary keyframes, is a powerful method in 
this context. Many organizations are grappling with the 
challenge of establishing meaningful societal frameworks 
(Javed et al., 2021; Shi et al., 2017). The steps of the video 
tampering detection technique are depicted in Fig. 3 as a 
block diagram.

3.3. Image Forensics Analysis with Machine Learning
Image forensics plays a vital role in both criminal in-

vestigations and civil cases, especially when manipulated 
images are used to promote hatred, prejudice, or false 
narratives about specific ethnic backgrounds or political 
entities (e.g., defamation). The integration of ML methods 
in image forensics is becoming more prevalent. However, 

ML-based systems have their limitations and drawbacks, 
such as distinguishing ad (image) instances, and they 
carry real-world implications (Nowroozi et al., 2021). In 
this digital age, aided by various devices and software, it 
is now possible to track pattern-of-life data points with 
precision, down to seconds, contributing to a wealth of 
information for analysis. The surge in online images and 
videos has transformed the nature of evidence analyzed 
in forensic investigations. Within digital pictures, two 
types of fingerprints are visible on the sensor. Utilizing the 
inherent Photo Response Non-Uniformity for image au-
thentication and source camera identification has become 
a significant focus (Ahmed et al., 2021; Gupta & Tiwari, 
2018). Moreover, efforts have been made to determine 
the acquisition period of digital images. Significant con-
tributions to determining the acquisition period of digital 
images have been proposed by Ahmed et al. (2021) to 
identify the age of digital images; the concept combines a 
sophisticated defective pixel identification approach with 
ML techniques.

The concept of local variation features has been intro-
duced as an effective method for identifying potentially 
compromised pixels in image dating. In preparation for 
the reconstruction process, tangible events were assigned 
virtual timestamps. A video, in essence, is an image se-
quence originating from a multimedia visual source, 
which collectively forms a moving image. These individ-
ual images are commonly referred to as frames. Temporal 
classification analysis of specific devices or sets of devices 
is an integral aspect of the forensic investigator’s toolkit. 
This analysis aids in framing the timeline of a given crime 
incident or other events, involving the gathering of infor-
mation within a particular timeframe to pinpoint when 
the crime or related occurrences occurred (Ryser et al., 
2020). In forensic analysis, there are three fundamental 
approaches: relational, functional, and temporal analysis. 
Relational analysis seeks to unveil connections or interac-
tions between various elements. Functional analysis helps 
in understanding the operation or functioning of a system 
or object. Temporal analysis relies on temporal informa-
tion and the passage of time, enabling investigators to 

http://www.jistap.org
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construct a chronological sequence of events and identify 
patterns that provide a comprehensive view of events re-
lated to a crime (Ryser et al., 2020).

4. NATURAL LANGUAGE PROCESSING 
APPROACHES

In digital forensics, NLP techniques play a pivotal role 
in analyzing and extracting information from text-based 
evidence. This encompasses text classification, where tex-
tual data is categorized into different groups or classes, as 
outlined by Shahbazi and Byun (2021). NLP techniques 
are particularly useful in classifying various forms of tex-
tual evidence such as emails, chat logs, and social media 
posts based on their content. This classification aids in 
establishing legal cases and comprehending the context 
of crimes. Additionally, sentiment analysis, a part of NLP, 
is utilized to assess the emotional tone of a text. In the 
realm of digital forensics, sentiment analysis is applied to 
chat logs, emails, and social media posts to distinguish the 
emotional state of suspects or victims. This data proves 
valuable in building cases and understanding the circum-
stances surrounding a crime (Amato et al., 2019; Sun et 
al., 2021). Named Entity Recognition (NER) is another 
technique used to identify and classify named entities 
within text, including names, addresses, and phone num-
bers. NER is applied in digital forensics to identify sus-
pects and victims by extracting relevant information from 
emails, chat logs, and other textual data sources. Language 
identification, which determines the language used in a 
piece of text, is employed in digital forensics to identify 
the language in emails, chat logs, and other text-based evi-
dence. This information aids in understanding the context 
of crimes and helps in suspect identification (Sun et al., 
2021).

Furthermore, the technique of topic modeling is uti-
lized to identify subjects discussed in textual content. In 
digital forensics, it is applied to analyze chat logs, emails, 
and social media posts to determine the topics of con-
versation (Sun et al., 2021). This analysis assists in con-
structing cases and comprehending the motives behind 
crimes. In social network analysis, NLP is employed to 
authenticate social media account owners. Tools like the 
Stanford Part-of-Speech tagger are developed to extract 
elements from social media posts, enabling the identifica-
tion of individual writing styles. Additionally, text mining 
techniques are used to recover compromised social media 
accounts, combining message content and other attributes 
effectively (Keretna et al., 2013). Furthermore, in the 

context of malware detection, NLP is utilized to extract 
text-level information from Hypertext Transfer Protocol 
transactions generated by mobile apps (Sun et al., 2021; 
Xie et al., 2018). By employing text semantic features from 
network traffic, efficient malware detection models are 
constructed, contributing to the cybersecurity domain 
(van der Walt et al., 2018). Additionally, in the context of 
social network data, NLP and ML approaches are com-
bined using Twitter data. Techniques like Latent Dirichlet 
Allocation and Support Vector Machine (SVM) are em-
ployed for analyzing user interaction and conversation 
data. These methods help uncover linguistic trends related 
to fake or authentic news (Lau et al., 2014). Similarly, Ran-
dom Forest and NLP techniques are utilized to identify 
fake news by employing the research informed design 
matrix technique to identify similarities across documents 
(Antony Vijay et al., 2021).

In the context of cyberbullying detection, NLP tech-
niques are pivotal. Cyberbullying, involving the use of dig-
ital platforms to humiliate or ridicule others, is a pressing 
concern (Ptaszynski et al., 2017). Social media platforms, 
including Twitter, Facebook, Instagram, and YouTube, 
have stringent anti-hate speech policies. The emergence 
of social media has given rise to cyberbullying, affecting 
both individuals and organizations globally (Chokshi & 
Mathew, 2020). Efforts to counter cyberbullying are essen-
tial, and NLP methods are employed to detect this form of 
abuse without involving the victims directly. In contrast to 
traditional digital forensics investigations, guidelines pro-
vided by organizations like National Institute of Standards 
and Technology (NIST) aid in conducting cyberbullying 
investigations without involving victims directly, ensuring 
the safety and privacy of those affected. These guidelines 
are critical in addressing the challenges posed by cyber-
bullying in the digital age. Cyberbullying is described as 
a form of targeted abuse that involves the use of OSNs 
to expose personal and private information. Because it 
predominantly affects children and teens, cyberbullying 
is sometimes dismissed as a normal part of growing up. 
If neglected, cyberbullying can lead to significant psy-
chological and emotional consequences. It is defined as a 
targeted form of abuse utilizing OSNs to reveal personal 
and private information (Muneer & Fati, 2020). Various 
attempts have been made to intervene, prevent, or mini-
mize this threat, often relying on connections between 
victims. It is essential to identify cyberbullying without in-
volving the victims directly. In contrast to digital forensics 
investigation, the NIST offers an investigation guideline, 
illustrated in the Fig. 4.
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5. CLOUD SERVICE MODELS

Cloud service models are used in response to digital 
forensics investigations in a variety of ways. The specific 
cloud service model that is used in a particular investiga-
tion will depend on the nature of the crime and the re-
sources that are available to the investigators. In addition 
to the cloud service model, several other factors can affect 
the success of a digital forensic investigation in the cloud. 
These factors include the cooperation of the cloud service 
provider, the availability of cloud logs and data, and the 
expertise of the investigators. Cloud computing refers 
to the utilization of the Internet to offer instant access to 
shared computing resources like servers, storage, applica-
tions, and services. There are three primary categories of 
cloud service models. Each cloud service model provides 
the user with varying degrees of control, flexibility, and 
accountability. Businesses may choose the model that best 
meets their needs and specifications.

5.1. Infrastructure as a Service
Infrastructure as a Service (IaaS) is a model that pro-

vides virtualized computer resources such as virtual ma-
chines, servers, storage, and networking to users. Clients 
can customize, manage, and deploy their software and ap-
plications on these resources. Examples of IaaS providers 
include Amazon Web Services (AWS), Microsoft Azure, 
and Google Compute Engine (GCE). In this model, cloud 
service providers supply clients with servers, storage, and 
hardware for their operating systems and software. How-
ever, in IaaS clients are solely responsible for maintaining 
the infrastructure (Simou et al., 2016). Hardware as a 
Service is another term for IaaS, providing Internet-based 
computer infrastructure with hardware and software sup-
port to users. One of the main advantages of IaaS adoption 
is the avoidance of the complexity and cost associated with 
owning and operating physical servers (Baig et al., 2017). 
Key features of IaaS include highly scalable resources, 
adaptive services, dynamic functionalities, graphical user 
interface, and Application Programming Interface-based 
access. Moreover, operational functionalities are entirely 
automated. Leading providers in this domain include 
AWS, Microsoft Azure, GCE, Linode, DigitalOcean, and 

Rackspace (Pichan et al., 2015).

5.2. Software as a Service
Software as a Service (SaaS) is a revolutionary concept 

that provides clients with convenient online access to soft-
ware applications. In this model, the software is hosted 
and managed by the supplier and is accessible to the con-
sumer through a web browser or dedicated application 
(Son & Buyya, 2018). Well-known SaaS vendors include 
Salesforce, Dropbox, and Google Workspace. An alterna-
tive term for this approach is “on-demand software,” as it 
is hosted by a cloud service provider, and users can effort-
lessly access these applications by connecting to the Inter-
net via a web browser (Manoj & Bhaskari, 2016). SaaS ex-
hibits several distinctive characteristics, including central 
management, hosting on remote servers, and availability 
over the Internet. Clients are relieved of the responsibil-
ity for hardware and software upgrades, as these are per-
formed automatically. This service model aligns with the 
pay-per-use concept, enabling users to access an array of 
services from providers like BigCommerce, Salesforce, 
Google Apps, Dropbox, ZenDesk, Cisco WebEx, GoTo-
Meeting, Slack, and many others. SaaS revolutionizes the 
way users access and utilize software applications, provid-
ing efficiency, scalability, and seamless updates without 
the need for client-side management (Ab Rahman et al., 
2017).

5.3. Platform as a Service
This method provides users with a holistic platform 

for creating, operating, and overseeing applications, all 
without the need to build and sustain the foundational 
infrastructure. The operating system, programming lan-
guage runtime, database, web server, and other required 
components are often included in the platform. Heroku, 
Google App Engine, and Microsoft Azure App Service are 
examples of PaaS providers. Cloud platform services, also 
known as Platform as a Service (PaaS), are today’s most 
popular service model. This model is primarily intended 
for developers, and it provides a framework for testing, 
deploying, and customizing applications using industry 
standards (Stoyanova et al., 2020). The development plat-
form provides programming languages, libraries, and tools 
to developers. According to the PaaS paradigm, customers 
may also manage or control their deployed programs and, 
eventually, the application hosting environment settings 
rather than the underlying cloud infrastructure, network, 
servers, operating systems, or storage. According to 
Chung et al. (2017)’s analysis of key trends in public cloud 
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services, the PaaS market will expand exponentially. Simi-
larly, based on major trends in public cloud services, the 
report alsopredicts that the amount of PaaS services will 
grow between 2018 and 2022. Table 1 provides an over-
view of the cloud service deployment models described 
above, along with the important roles of each stakeholder 
participating in the execution process.

6. PHASES OF DIGITAL FORENSIC 
INVESTIGATION ON SOCIAL MEDIA 
PLATFORMS

These stages ensure a systematic and legal approach, 
maintaining the integrity and accuracy of collected digital 
evidence on social media platforms investigation. The 
phases of digital forensics on social media include identifi-
cation, collection, interpretation, evaluation of digital evi-
dence, presentation, and reporting. Recently, it was found 
that cybercriminals are employing a sophisticated and in-
telligent strategy to target digital and physical infrastruc-
tures, individuals, and systems. Consequently, the analysis 
technique faces challenges as the data analysis paradigm 

relies on acquiring minimal evidence from billions of net-
worked devices devices that give very little amount of evi-
dence. To adapt to conventional forensic investigation, the 
following steps are typically proposed in the literature for 
digital forensic investigation on social media platforms, 
particularly when combining ML methodologies. Fig. 5 
illustrates the phases and substages involved in handling 
digital investigations on social media platforms.

6.1. Phase I: Identification
The primary phase in digital forensic investigation is 

identification, where the forensic process commences by 
recognizing potential sources of digital evidence, includ-
ing systems, media, and mobile devices. This identifica-
tion process involves four distinct steps:

• Identifying the incident itself.
• Identifying the essential evidence to substantiate the 

occurrence.
• Obtaining the identified set of all computers and 

system files suspected of carrying relevant evidence.
• The process of digital forensic investigation neces-

Table 1. Different service models investigation levels

Service model Clients activities Service provider Platforms

SaaS • The client lacks a comprehensive 
understanding of the system’s underlying 
architecture

• Requesting single sign-on access control is 
recommended

• The client must participate in the forensic 
procedure, such as by putting Proofs of 
Retrievability into place

• On the provider’s infrastructure, logging tools 
should be running and active

• The metadata of all devices and IP traces 
of clients accessing information is not 
permitted to be disclosed by providers

• Gmail, Slack, and 
Microsoft Office 
365

PaaS • The clients have total control of their 
applications on this service model

• The clients have no direct relationship and 
control of the underlying runtime environment

• The logging mechanisms and additional 
encryption for security purposes can be 
implemented

• Some cloud service provider's have 
diagnostic capabilities that enable the 
collection and storage of various diagnostics 
data in a very configurable method

• Google Compute 
Engine, Amazon, 
Web Services 
Microsoft Azure

IaaS • Compared to PaaS and SaaS models, IaaS 
instances provide a substantial amount of 
information that may be utilized as forensic 
evidence

• Some examples include the customer’s 
ability to install and configure the image for 
forensic purposes, to run the snapshot of a 
virtual machine, and the fact that RFC 3227 
contains several best practices applicable to 
an IaaS useful for responding to a security 
incident, particularly in the case of live 
investigating systems

• Since persistent data must be kept in 
long-term storage, virtual IaaS instances 
frequently lack persistent storage, risking the 
loss of volatile data

• Because of potential privacy concerns, 
providers could be reluctant to share forensic 
data, such as recent disc snapshots

• Some issues might result from the ambiguity 
around the provider’s policy on terminating 
client contracts and the customer’s inability 
to confirm that all of the sensitive data kept 
on a virtual machine has been destroyed

• Elastic compute 
Cloud EC2, Google 
Compute Engine, 
Rack space, 
Microsoft Azure, 
Amazon Web 
Services, Joyent

SaaS, Software as a Service; PaaS, Platform as a Service; IaaS, Infrastructure as a Service.
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sitates identifying evidence across various media 
sources such as cloud servers, network devices, and 
mobile devices. Identifying evidence involves under-
standing its current location, type, and format.

6.2. Phase II: Collection
The collection step in digital forensics is critical be-

cause it entails obtaining digital evidence from multiple 
sources such as computers, cell phones, and other elec-
tronic devices. The goal of the collecting phase is to ac-
quire all necessary information without modifying or cor-
rupting the original data. The following are some critical 
steps in the digital forensics collection stage:

• Identify possible evidence sources: The initial step is 
to identify all prospective digital evidence sources, 
such as PCs, servers, mobile devices, cloud storage, 
and social media accounts.

• Establish the chain of custody: To preserve the integ-
rity and admissibility of evidence in court, a proper 
chain of custody must be maintained throughout the 

collecting process. This includes recording who has 
access to the evidence, where it is held, and how it is 
transmitted.

• Collecting the data: After identifying prospective 
sources of evidence, the next stage is to collect data 
using appropriate tools and methodologies. This 
may entail making a forensic image of the device, 
copying certain files or directories, or collecting net-
work traffic.

• Check the data: It is critical to validate the data to 
confirm that it was acquired accurately and com-
pletely. This includes validating the correctness of 
the timestamps and ensuring that all relevant data 
has been obtained.

• Secure the data: After the data has been collected 
and confirmed, it must be securely kept and safe-
guarded so that it cannot be tampered with or 
changed.

Ultimately, the collecting step is crucial in digital fo-
rensics since it serves as the basis for all later studies and 
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investigations. To guarantee that evidence is admissible in 
court, best practices must be followed and a proper chain 
of custody must be maintained. The traditional digital fo-
rensics procedure encounters several difficulties because 
of the cloud’s distributed nature. Although data collection 
is simply the real acquisition of investigation-related data, 
most investigators are expected to rely on cloud service 
providers. This reliance never assures 100% availability 
of resources, nor their retention after data collection. An-
other critical consideration is the storage capacity of the 
collecting device, as no data is stored in a single location 
in cloud architecture.

6.3. Phase III: Analysis
In digital forensics, the analysis phase is a vital compo-

nent of the investigative process that involves examining 
digital evidence collected during the collection phase. The 
major goal of this phase is to extract and evaluate perti-
nent data from the acquired digital evidence to support 
the investigation. However, during the analysis phase, the 
digital forensic investigator examines the data using differ-
ent tools and methods to find any artifacts that may pro-
vide evidence of criminal activity. The procedure involves 
data recovery, data analysis, and result interpretation. 
Data recovery is the process of identifying and extracting 
data from acquired evidence, which may include deleted 
files, hidden files, and temporary files. After the data has 
been recovered, the investigator performs an in-depth 
analysis of the data to identify any substantial trends, ab-
normalities, or evidence of criminal activity. In addition 
to data analysis, the forensic investigator must preserve 
a complete record of all activities taken throughout the 
analysis phase. This record, also known as case documen-
tation, serves as an audit trail of the investigative process 
and as evidence in court. Ultimately, the analysis phase 
is an important part of the digital forensics investigation 
process since it gives vital information on the nature of the 
crime and the individuals involved. All relevant informa-
tion is analyzed using appropriate and legally permissible 
methodologies, allowing the necessary suspicious hosts or 
data to be discovered through this investigative approach. 
Investigators must be able to respond to all questions 
presented during the court presentation of the analytical 
report.

6.3.1. Examining the Dataset
Following the collection of the needed available data 

with the assistance of cloud service providers, this data is 
processed using a combination of manual and automated 

procedures. The basic goal of examining is to collect 
and evaluate information on the classified event scene. 
Throughout this procedure, integrity must be maintained. 
During an investigation, the dataset collected will be sub-
jected to a thorough examination to maintain consistency 
and originality. The forensic principles mandated all the 
acquired data should be original without being contami-
nated to maintain the chain of custody.

6.3.2. Hypothesis
Several tests on the chatlogs dataset are necessary to 

extract characteristics that more clearly illustrate how ML 
models would recognize abusive conversations to identify 
criminal behavior in online chat conversations. In this 
situation, it would be possible to obtain insightful infor-
mation that forensic investigators could find beneficial. 
To acquire the necessary ideal outcome for assessment, 
supervised ML approaches can also be applied. Neverthe-
less, the hypothesis is developed using chat logs of Inter-
net interactions.

6.3.3. Dataset Preparation
The effectiveness of the developed ML models is sig-

nificantly influenced by the quality of the dataset. Thus, 
preparing the data set is a crucial step in creating effective 
and precise models. Additionally, data preparation would 
improve the ability of the developed models to generalize.

6.3.4. Dataset Pre-Processing
In preparing data for ML algorithms, it is essential to 

discretize attributes like file size and actual data size. Pre-
processing poses a challenge when dealing with charac-
teristics that include text values, as most ML algorithms 
operate solely on numerical data. Discretization involves 
grouping values to decrease the number of potential states 
for a feature, resulting in discrete values. While some fea-
tures do permit text values, the range of acceptable values 
is restricted, including attributes like flags, access control 
type, and DOS file permissions.

6.3.5. Dataset Normalization
When the number of features in a dataset differs con-

siderably, one feature may be prioritized over another. 
As a result, a suitable standardization and normalization 
procedure may be utilized to prevent ertain characteristics 
with higher ranges from dominating. When expressed as 
numeric values, date, and time aspects, for example, may 
have a wider data range. Scaling the record values within 
a given range is one of the most frequent approaches for 
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example, or [.1... 1]. In a suggested investigation, the min-
max approach is utilized to normalize the obtained data.

6.3.6.  Dividing the Dataset into Training and Testing 
Dataset

Most data mining and ML techniques suffer from over-
fitting issues. To put it another way, even while the model’s 
error rate decreases throughout training, it still produces 
incorrect results when applied to an unknown input. This 
problem may be solved using the “hold-out” validation 
strategy (Mohammad & Alqahtani, 2019), which divides 
the obtained data into training and testing subsets. Exam-
ples are picked at random for each data collection. In most 
earlier studies, it was observed that the authors utilized 
30% of the data to analyze the “tests” data and 70% of the 
data to train and validate the model.

6.3.7. Features Selection
The technique of feature selection offers several ad-

vantages, including reducing processing time and storage 
requirements. Moreover, it ensures that the developed 
models are straightforward and concise. Importantly, this 
technique aims to identify a subset of input features that 
play a significant role in predicting the value of the output 
variable (class variable) (Zuo et al., 2018). Feature selec-
tion also reduces the dataset’s dimensionality, saving time 
and memory during the training of ML algorithms. Us-
ing all attributes can lead to a high-dimensional training 
dataset, known as the “curse of dimensionality.” Therefore, 
much of the research focuses on identifying the most ef-
fective traits for constructing successful models (Sun et 
al., 2021). Information gain (IG) is commonly employed 
in this process to select crucial aspects from a pool of 
data. IG is a well-known feature evaluation method used 
in various classification problems, including heart disease 
classification, phishing website detection, and anomaly 
detection. However, addressing the reduction of dimen-
sionality becomes necessary as certain characteristics dur-
ing the training phase may not significantly contribute to 
explaining the target variables (Burns et al., 2018).

6.4. Phase IV: Digital Evidence Evaluation
In this section, the evaluation metrics employed to 

assess model quality are discussed. Each supervised clas-
sification model relies on four classification outcomes de-
rived from the confusion matrix. True Positive (TP) signi-
fies correctly identified positive cases, False Negative (FN) 
indicates positive cases mistakenly classified as negative, 
False Positive (FP) represents negative cases inaccurately 

identified as positive, and True Negative (TN) signifies 
accurately classified negative cases. Various evaluation 
metrics can be derived from the confusion matrix. The 
following metrics are considered:

• If the dataset is imbalanced, accuracy alone is insuf-
ficient to assess the model quality. Therefore, the 
area under the curve should be used. Because TP are 
what is important, the following metrics do not con-
tain FP. According to the equation, accuracy is the 
overall percentage of properly identified examples 
relative to the total number of occurrences in the test 
dataset, as shown in Equation 1.

Acuracy= TP+TN
Tp+TN+FP+FN  (1)

• The overall number of relevant positively predicted 
incidents is determined by precision. Equation 1 
calculates the precision as the percentage of relevant 
instances among the retrieved instances.

Precision= TP
TP+FP  (2)

• Sensitivity or recall determines how good a model 
is at predicting the positives in ML when making 
predictions. It is also called a TP rate. Sensitivity is 
calculated based on the following given formula.

Sensitivity= TP
TP+FN  (3)

• F1score is the harmonic mean of recall and preci-
sion. However, F1score is used if there is a high vari-
ance between precision and sensitivity in skewed 
data sets. The formulation is calculated as follows in 
Equation 4.

F1score=2× Precision×Sensitivity
Precision+Sensitivity  (4)

The confusion matrix is typically used to demonstrate 
the classifier’s performance. The non-diagonal elements 
reflect instances where the classifier mislabeled an object, 
while the diagonal elements (TN & TP) show the number 
of situations where the predicted label matches the true 
label, where:
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i. TP is the number of examples predicted to be posi-
tive.

ii. TN is the number of examples predicted to be nega-
tive rather than positive.

iii. FP is the number of positive examples that were 
predicted to be predatory.

iv. FN is the number of predator examples that were 
predicted to be non-predatory.

It is important that digital forensics examiners for-
mally validate digital forensic models to demonstrate that 
they are accurate and reliable. It is also important that 
examiners consider the limitations of the approaches, es-
pecially models that are not explicitly designed for digital 
forensic examination. To assess the error rate accurately 
and impartially, different cross-validation techniques are 
proposed to validate the proposed model for effective and 
efficient model performance. This technique is commonly 
used to determine and evaluate the performance of ML 
algorithms.

6.5. Phase V: Presentation and Reporting
These are the final steps of any investigation. The re-

port must include all of the information on the investiga-
tive procedure (explanation of what, why, and how). The 
detailed report must be provided to the jurisdiction sec-
tion with authenticity and correctness, without tampering 
with the evidence, which is the most important aspect 
of the investigation (Datta et al., 2016). In a presentation 
before a court or other audience, the forensic analyst will 
outline the facts of the case and explain how his or her 
conclusions were reached. Specifically, the forensic inves-
tigators will provide the court with relevant information 
and maintain the chain of custody in their findings.

7. MACHINE LEARNING TECHNIQUES FOR 
DETECTING CRIMINAL ACTIVITIES ON 
SOCIAL MEDIA PLATFORMS

ML models have shown promising potential in the field 
of digital forensics for detecting and preventing various 
types of cybercrimes (Sandoval-Orozco et al., 2020). Here 
are some ML techniques commonly used for detecting 
crimes in digital forensics (Del Mar-Raave et al., 2021).

7.1. Signature-Based Detection
Signature-Based Detection: This is a cybersecurity 

method that involves identifying and thwarting known 
threats by matching them against predetermined patterns 

or signatures (Zhang et al., 2017). These signatures are 
distinctive markers linked to recognized malicious entities 
or behaviors. This strategy is widely applied in antivirus 
programs and intrusion detection systems to rapidly iden-
tify and counter established threats (Kebande & Venter, 
2018). Similar to antivirus software, signature-based 
detection involves creating a database of known attack 
signatures and comparing incoming data against these 
signatures (Kebande & Venter, 2018). If a match is found, 
the system can identify and respond to the attack. While 
effective against known attacks, this method may struggle 
with new and evolving threats (Javed et al., 2022).

7.2. Machine Learning Classifiers
ML classifiers are algorithms used to categorize data 

into predefined classes based on their features (Gilpin et 
al., 2018). Common types include decision trees, SVMs, 
Naive Bayes, and neural networks. These classifiers are 
trained on labeled data to make predictions on new data. 
The choice of classifier depends on data complexity and 
task requirements. Classification algorithms, such as deci-
sion trees, Naive Bayes, random forests, and SVMs, can 
be trained on labeled data to categorize digital artifacts 
or activities as benign or malicious (Del Mar-Raave et al., 
2021; Sandoval-Orozco et al., 2020). These models rely 
on features extracted from data such as network traffic, 
log files, or system activities (Ahmed et al., 2021; Qadir & 
Varol, 2020).

7.3. Natural Language Processing
NLP is a branch of artificial intelligence that enables 

computers to understand and work with human language 
(Shahbazi & Byun, 2022). It involves tasks like classifying 
text, recognizing names and sentiments, generating lan-
guage, and translating speech (Sun et al., 2021). However, 
it has proven to be a valuable tool in the field of digital fo-
rensics, where it helps in the analysis and interpretation of 
textual information for investigative purposes. NLP relies 
on techniques such as tokenization, word embeddings, 
RNNs, transformer models, and attention mechanisms. 
NLP has applications in chatbots, sentiment analysis, 
translation, and more, making human-computer commu-
nication more natural and efficient (Sun et al., 2021). NLP 
techniques can be employed to analyze text data from 
communication channels, documents, or online activities 
(Antony Vijay et al., 2021; Shahbazi & Byun, 2022). Senti-
ment analysis, topic modeling, and NER can help identify 
suspicious conversations or intent (Sun et al., 2021).
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7.4. Deep Learning Approach
Deep learning models have become crucial in digital 

forensics due to their ability to extract complex patterns 
from data (MacDermott et al., 2022). They are used for 
various tasks, including image analysis, malware detec-
tion, file carving, network traffic analysis, detecting digital 
image forgeries, steganalysis, text analysis, behavioral 
analysis, and multimodal analysis (Aditya et al., 2018). 
These models offer enhanced capabilities in identify-
ing anomalies, uncovering manipulation, and improving 
analysis in digital investigations (Shahbazi & Byun, 2020). 
However, they require substantial resources and expert 
interpretation for optimal performance. Deep learning 
techniques like CNNs and RNNs can be used for image 
analysis, sequence data (such as logs), and more complex 
patterns (Hoppe & Toussaint, 2020). Deep learning mod-
els can automatically extract meaningful features from 
raw data, diminishing the requirement for manual feature 
engineering (Ferreira et al., 2020).

7.5. Anomaly Detection
Anomaly detection techniques involve building a 

model of “normal” behavior and identifying instances that 
deviate from this norm (Karami, 2018). This approach is 
useful for identifying unusual patterns that might indicate 
malicious activities. Techniques like Isolation Forests, 
One-Class SVMs, and autoencoders can be employed for 
this purpose (Abraham et al., 2021; Wu et al., 2020).

8. ADMISSIBILITY OF DIGITAL EVIDENCE

The term “digital evidence” refers to any kind of data 
that is stored and sent electronically, such as text messages, 
emails, social media postings, computer files, and photos 
or videos taken with a digital camera. Digital evidence’s 
admissibility in court is based on several variables, includ-
ing the evidence’s veracity, dependability, and applicabil-
ity. The following aspects are considered when analyzing 
digital evidence: admissibility, authenticity, completeness, 
reliability, and credibility. Physical proof of existence that 
has been recorded or transmitted digitally is referred to as 
digital evidence. Another definition is “binary data saved 
or received that is admissible in court” (Arshad et al., 2019; 
Casey et al., 2018). It may also be described as computer 
or digital-based evidence that supports or refutes assump-
tions about how crimes were committed or addresses 
important components of crimes, such as motivation or 
alibi (Casey, 2019). Under RFC 3227’s instructions for col-
lecting and keeping evidence, the legal considerations as 

follows should be taken regarding the acquired evidence.

8.1. The Evidence Must Be Complete
The evidence should represent the complete set of 

results, not just one point of view or a subset of the find-
ings. The location and features of the evidence must be 
presented to the courts (Abiodun et al., 2022). As a result, 
it is up to attorneys and investigators to make tough deci-
sions, such as: What information is required to establish 
the factual foundation of a case? Can the “whole” evidence 
presented be appropriately authenticated? How far should 
a timeline go in terms of privacy rights, and where is the 
line between too much freedom and too much restric-
tion? Is it possible for a jury to accurately analyze scanty 
evidence and condemn a defendant? (Would, for example, 
the conviction be maintained on appeal?) What does this 
all mean for digital forensics examiners and attorneys (Ar-
shad et al., 2020)?

8.2. The Evidence Must Be Admissible
Evidence is considered acceptable if it supports a le-

gitimate claim, remains unmodified during the digital 
forensic investigation, and the outcomes are verifiable, 
valid, and subject to peer review. Furthermore, evidence 
is admissible in court when it is presented to illustrate the 
facts of a case and does not violate the law or other legal 
criteria. As a result, before it can be produced in court, 
the evidence must fulfill a variety of legislative standards 
(Abiodun et al., 2022). Digital evidence must be relevant 
to the current legal dispute. This implies that it must have 
a logical relationship to the facts of the case and must be 
directly tied to the issues being fought. It is essential to re-
member that the legitimacy, dependability, or significance 
of digital evidence may be questioned. The admissibility 
of the evidence may be contested, for instance, if the tech-
nique employed to acquire the evidence is questioned.

8.3. The Evidence Must Be Authentic
Authenticity: It must be shown that the digital evidence 

is exactly what it claims to be. However, digital signatures, 
metadata analysis, and forensic analysis are just a few of 
the techniques that can be utilized for it. When it comes to 
authenticating evidence, two conditions must be met. To 
begin with, electronic evidence must be legally obtained 
with the aid of a signed permit from the investigators 
(Abiodun et al., 2022; Bankole et al., 2022). IT and com-
puter science experts must then independently verify the 
authenticity of the document before taking further action. 
If neither of the two conditions is fulfilled, the evidence is 
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invalid and not complete. The digital evidence must pre-
cisely depict the incidents or activities it is meant to record 
to be considered reliable. The capacity to demonstrate that 
digital evidence was generated, maintained, and trans-
ferred following industry standards establishes its depend-
ability. In general, the admissibility of digital evidence is 
decided on a case-by-case basis, considering the unique 
circumstances of each case.

9. MACHINE LEARNING APPROACHES 
ANALYSIS IN DIGITAL FORENSICS 
INVESTIGATION

Digital forensic investigation on social media plat-
forms has become increasingly important in today’s digital 
age, as these platforms have become a significant source 
of evidence in various criminal investigations and legal 
proceedings. Traditional digital forensic techniques often 
struggle to keep up with the massive amounts of data gen-
erated on social media platforms, making it challenging 
for investigators to extract relevant information efficiently. 
However, emerging ML approaches offer promising solu-
tions to enhance the analysis of social media data in digi-
tal forensic investigations. Some ML approaches that can 
significantly benefit digital forensic investigation on social 
media platforms consist of the following.

1. Sentiment Analysis: Sentiment analysis techniques, a 
subset of NLP, can be employed to gauge the sentiment or 
emotions expressed in social media posts. ML models can 
be trained to automatically classify posts as positive, nega-
tive, or neutral. This analysis can help investigators under-
stand the emotions and attitudes of individuals involved 
in a case, potentially revealing valuable insights.

2. User Profiling: ML techniques can be employed to 
create user profiles based on social media data. By analyz-
ing patterns in user behavior, content preferences, connec-
tions, and interactions, ML models can help investigators 
build profiles of individuals and understand their online 
activities, affiliations, and potential associations with other 
users or groups.

3. Fake News and Misinformation Detection: ML al-
gorithms can be trained to detect fake news and misinfor-
mation spread on social media platforms. These models 
can analyze the content, source, and context of posts to 
identify potentially misleading information. Detecting 
fake news and misinformation is crucial in ensuring the 
integrity of digital evidence and preventing the spread of 
misinformation that can influence public opinion.

4. Network Analysis: ML-based network analysis 
techniques can uncover hidden connections and relation-
ships between individuals on social media platforms. By 
examining patterns in user interactions, ML models can 
identify influential users, communities, or potential col-
laborators involved in illegal activities. Network analysis 
can be particularly useful in cases involving organized 
crime, terrorism, or cybercrime.

5. Anomaly Detection: ML approaches can assist in 
identifying anomalies in social media data that may indi-
cate suspicious or abnormal behavior. By training models 
on normal user behavior, deviations from the norm can be 
detected, potentially indicating fraudulent activities, hack-
ing attempts, or other malicious actions. To leverage these 
ML approaches effectively in digital forensic investigations 
on social media platforms, several challenges must be ad-
dressed. These challenges include data privacy concerns, 
ethical considerations, the need for large, labeled datasets 
for training ML models, the dynamic nature of social me-
dia platforms, and the need for robust and interpretable 
ML models that can stand up to legal scrutiny.

10. CONCLUSION

In conclusion, emerging ML approaches offer enor-
mous potential to enhance the analysis of social media 
data in digital forensic investigations. By leveraging senti-
ment analysis, topic modeling, user profiling, fake news 
detection, network analysis, and anomaly detection, inves-
tigators can extract valuable insights and evidence from 
the vast amount of social media data available. However, 
careful attention must be paid to addressing the challenges 
associated with the application of ML in digital forensics 
to ensure the reliability, privacy, and ethical use of the 
evidence obtained from social media platforms. Similarly, 
as our society becomes more interconnected and relies 
heavily on information and communication technology, 
the importance of cybersecurity has grown significantly. 
However, the existing digital forensics tools are inadequate 
to address the complexities of our modern cyber-physical 
civilization. Therefore, it is vital to prioritize research in-
vestments that focus on improving the implementation of 
digital forensics and investigative procedures, particularly 
concerning cybercrime.
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