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Abstract 
 

Time-series forecasting is extensively used in the actual world. Recent research has shown that 
Transformers with a self-attention mechanism at their core exhibit better performance when 
dealing with such problems. However, most of the existing Transformer models used for time 
series prediction use the traditional encoder-decoder architecture, which is complex and leads 
to low model processing efficiency, thus limiting the ability to mine deep time dependencies 
by increasing model depth. Secondly, the secondary computational complexity of the 
self-attention mechanism also increases computational overhead and reduces processing 
efficiency. To address these issues, the paper designs an efficient multi-layer attention-based 
time-series forecasting model. This model has the following characteristics: (i) It abandons the 
traditional encoder-decoder based Transformer architecture and constructs a time series 
prediction model based on multi-layer attention mechanism, improving the model's ability to 
mine deep time dependencies. (ii) A cross attention module based on cross attention 
mechanism was designed to enhance information exchange between historical and predictive 
sequences. (iii) Applying a recently proposed sparse attention mechanism to our model 
reduces computational overhead and improves processing efficiency. Experiments on multiple 
datasets have shown that our model can significantly increase the performance of current 
advanced Transformer methods in time series forecasting, including LogTrans, Reformer, and 
Informer. 
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1. Introduction 

Time-series forecasting has been extensively used in stock forecasting, transportation, et al. 
In these real-world uses, an urgent problem to be solved is to increase the forecast time, which 
is conducive to long-term planning and decision-making. With the arrival of big data era, the 
time-series forecasting model begins to face the scenario of predicting a longer time span. 
Therefore, for each rolling window, the model should also be able to process more past 
information. Because the specific structure of classical time-series forecasting algorithms such 
as ARIMA [1,2] and SSM [3] needs to be manually selected after considering various relevant 
factors, its prediction ability is insufficient and cannot meet the needs of long-term prediction.  

The model based on deep learning is a good candidate model to solve the above problems, 
especially transformer [4-7] model. Compared with CNN [8-10] or RNN [11-13], the 
self-attention mechanism of transformer helps the model to treat any length of time series 
equally, which enables the transformer to better handle long-term time sequence and capture 
long-term dependencies. However, existing transformer based time series prediction 
algorithms have the following problems: 1) The encoder-decoder structure of the transformer 
makes the model more complex and inefficient, which limits the ability to construct deep 
temporal information dependencies by stacking multiple layers of attention. 2) In existing 
algorithms, the information interaction between historical and predicted sequences is poor, 
which affects the predictive performance of the model. 3) The self-attention mechanism of the 
transformer brings the calculation expense and memory usages of the model to increase twice 
with the input length, so the issue of computational complexity further limits the algorithm's 
expansion in model depth. 

To address the above problems, a novel time-series forecasting algorithm is designed to 
simplify traditional models and achieve breakthroughs in constructing deep temporal 
dependencies, as shown in Fig. 1. The model abandons the traditional encoder-decoder 
structure of transformer, it is only composed of multi-layer attention modules. The head and 
tail of the model are composed of sparse self-attention modules, and the middle part is 
composed of history-prediction cross-attention modules. The main work of this article is 
introduced as follows. 

(1) The complex encoder-decoder structure in traditional Transformer based time series 
prediction models is abandoned. Using only multi-layer attention modules to construct a time 
series prediction model makes the model structure more concise and improves the depth of the 
model, thereby improving the algorithm's ability to mine deep time dependencies. 

(2) A cross-attention module is designed to optimize the information of history sequences 
and prediction sequences separately, and realize the information interaction between history 
sequences and prediction sequences through the cross-attention mechanism. It improves the 
information exchange capabilities of history sequences and prediction sequences. 

 (3) Apply sparse attention mechanism to the algorithm to decrease the computation 
complexity of the model. Inspired by ProbeSpare attention mechanism proposed in Informer, 
the self-attention and cross attention modules in our model are replaced with ProbeSpare 
attention modules, reducing the computational complexity of long sequence self-attention 
from O(L2)  to O(LlogL) and improving the efficiency of the entire model. 

The test results indicates that the model raised in this article has obtained good results on 
main public datasets, which exceeds the traditional time-series forecasting methods and the 
recently proposed time-series forecasting method based on transformer.  
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2. Related work 

2.1 Traditional time-series forecasting methods 
Many time-series forecasting models have been well developed because of its important 

role, and time-series forecasting algorithms begin with classical tools [14, 15]. ARIMA [1, 2] 
uses the difference methods to transform non-stationary process into stationary process in time 
series forecasting. The stationarity of time-series data is an important prerequisite for 
constructing ARIMA model. In addition, the recursive neural network model (RNN) is used to 
model the time dependence of time-series [16-19]. RNN is a kind of feedback neural network, 
which is windy used to deal with sequence data. But it cannot learn too long sequence features. 
DeepAR [20] integrates autoregressive model and RNN to simulate the probability 
distribution of the coming sequences. LSTNet [21] brings in convolutional neural networks 
(CNNs) with recursive skip connections to catch short-term and long-term time dependencies. 
Refs [22-24] introduces temporal attention to seek the long-term time pattern of forecasting. 
LSTM [25] is a special form of RNN, which can avoid the gradient disappearance problem and 
learn long-term information. Relying on the traditional self-attention mechanism, different 
attention mechanism modules are proposed in the recent years [41-44]. PSP learning 
framework designs a novel Pyramid Polymerizing Attention (PPA) mechanism, which is able 
to supplement the body, part and joint level semantic information [41]. SDS-CL designs a new 
Spatiotemporal-decoupling Intra-Inter Attention (SIIA) that intended to capture 
spatiotemporal specific information separately [42]. In addition, many studies based on time 
convolution network (TCN) [26-29] try to use causal convolution to model time causality. 
TCN is a method that introduces the idea of convolutional neural network into time-series data 
prediction, that is, convolutional network is used to process time-series forecasting. Compared 
with LSTM, the main advantage of TCN is that its training and processing speed is much faster 
than LSTM when the accuracy of timing prediction tasks is similar or even higher than LSTM. 
This is because TCN is based on the idea of image parallelism and the confluence of 
convolution neural core, which can integrate a large amount of bottom information in a small 
processing unit. It can enhance the exactitude and efficiency of TCN in processing a large 
number of multi-dimensional data and longtime time-series data.  

2.2 Transformer model in time-series forecasting 
Recently, the Transformer [30, 31] model has shown strong ability to process sequence 

information and is widely used in tasks such as natural language processing [32, 33], audio 
signal processing [34]. Some scholars have also adopted this model in the images [35, 36]. 
Therefore, some researchers try to use transformer-based models to predict time series data. 
This method uses self-attention mechanism to mine useful information association 
relationships in time series data, including univariate and multivariate time series information. 
Transformer contains two parts: encoder and decoder. The former takes the historical 
sequence as input, and the decoder part takes the splicing of the historical sequence and the 
sequence to be predicted as input. The latter passes information from the historical sequence to 
the decoder. In this way, the model can "focus" on the most valuable information in the 
historical sequence before making a prediction. Decoders use masked self-attention to prevent 
information leakage. However, the self-attention mechanism in Transformer has a large 
drawback in dealing with long-term time series prediction because of the computational 
complexity of O(L2). Some work [37, 38] proposed different attention models to alleviate this 
problem. Recently, the ProbSparse attention mechanism based on KL dispersion was proposed 
in Informer [7], which implements the computational complexity of O(LlogL). As can be seen, 
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above algorithms are based on the classical architecture of Transformer, attempt to change the 
self-attention mechanism to a sparse form. It still adopts an encoder-decoder structure. The 
reason why this structure is complex is that the encoder and decoder are each composed of 
self-attention layers, which is equivalent to two sets of parallel attention modules executing 
calculations simultaneously, resulting in a decrease in computational efficiency. Our 
algorithm abandons this inherent structure and only uses a more concise multi-layer attention 
structure to build a deep attention-based model. 

 

 
Fig. 1. Our time-series forecasting network architecture 

3. Network architecture 
Our network architecture is composed of head-tail ProbSparse Self-Attention (PSA) layer 

and History-Prediction Cross-Attention (HPCA) layer. The structure diagram is shown in Fig. 
1. In the figure, green represents the historical sequence and orange represents the predicted 
sequence. Firstly, the model accepts long sequence input, which is composed of history 
sequences and sequences to be predicted, in which the prediction sequences are filled with 
zeros. The sequences are sent to the PSA layer to learn the dependencies between sequences, 
and then the output is sent to the HPCA layer, which optimizes the history sequences and 
prediction sequences independently, realizes the cross information interaction between the 
two sequences, and then splices the two sequences. The spliced sequences are sent to the PSA 
again for further overall optimization. Finally, the ultimate forecasting results are achieved 
through a fully connected layer. Through the modeling of the deep dependency between 
sequences, the accurate prediction of future data is realized. 

3.1 Head-tail probsparse self-attention layer 
The original self-attention is based on tuple input, i.e. Query (Q), Key (K) and Value (V). 

Given Q, K and V, the attention function is scaled dot-product attention, which is defined in 
equation (1). 

          𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(𝑸𝑸,𝑲𝑲,𝑽𝑽) = 𝑠𝑠𝐴𝐴𝑠𝑠𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠(𝑸𝑸𝑲𝑲
𝑇𝑇

�𝑑𝑑𝑘𝑘
)𝑽𝑽                                            (1) 

where 𝑑𝑑𝑘𝑘 is the dimension of K. 
Expanding the self-attention mechanism to multiple heads for considering different attention 

distributions, it allows the model to focus on multiple aspects of information. The multi-head 
attention mechanism is described in equation (2). More comprehensive explanation can be 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 18, NO. 1, January 2024                                  5 

found in Ref. [30]. 

       𝑀𝑀𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝑀𝑀𝐴𝐴𝑠𝑠𝑑𝑑(𝑸𝑸,𝑲𝑲,𝑽𝑽) = 𝐶𝐶𝐴𝐴𝐴𝐴𝐶𝐶𝑠𝑠𝐴𝐴(𝑯𝑯1, … ,𝑯𝑯𝑛𝑛ℎ)𝑾𝑾𝑂𝑂                                      (2) 

          𝑯𝑯𝑖𝑖 = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(𝑸𝑸𝑾𝑾𝑖𝑖
𝑄𝑄 ,𝑲𝑲𝑾𝑾𝑖𝑖

𝐾𝐾 ,𝑽𝑽𝑾𝑾𝑖𝑖
𝑉𝑉)                                                (3) 

where ∈ ℝ𝑑𝑑𝑚𝑚×𝑑𝑑𝑘𝑘，𝑾𝑾𝑖𝑖
𝐾𝐾 ∈ ℝ𝑑𝑑𝑚𝑚×𝑑𝑑𝑘𝑘，𝑾𝑾𝑖𝑖

𝑉𝑉 ∈ ℝ𝑑𝑑𝑚𝑚×𝑑𝑑𝑣𝑣，𝑾𝑾𝑂𝑂 ∈ ℝ𝑛𝑛ℎ𝑑𝑑𝑣𝑣×𝑑𝑑𝑚𝑚 is a parameter 
matrix. 

This self-attention mechanism has high computational overhead and high memory 
consumption, which limits the time-series forecasting ability of transformer model. 

Informer breaks the limitation that each multi-headed self-attention in Sparse transformer 
[39], LogSparse transformer [6] and Longformer [40] is processed with the same strategy, and 
proposes a ProbSparse self-attention mechanism, which cuts down the computational 
complexity of self-attention from O(L2) to O(LlogL), thus improving the processing 
efficiency. 

The ProbSparse attention mechanism is applied to all attention layers of the model in this 
paper. The self-attention layer receives the long sequences spliced by history sequences and 
prediction sequences, and outputs the long sequences with the same dimension. Specifically, 
the following vectors are input into the attention layer. 

          𝑿𝑿𝑖𝑖𝑡𝑡 = 𝐶𝐶𝐴𝐴𝐴𝐴𝐶𝐶𝑠𝑠𝐴𝐴(𝑿𝑿𝑝𝑝𝑡𝑡 ,𝑿𝑿0𝑡𝑡 ) ∈ ℝ(𝐿𝐿𝑃𝑃+𝐿𝐿𝑦𝑦)×𝑑𝑑𝑚𝑚                                             (4) 

where 𝑿𝑿𝑝𝑝𝑡𝑡 ∈ ℝ𝐿𝐿𝑃𝑃×𝑑𝑑𝑚𝑚 is the history sequence; and 𝑿𝑿0𝑡𝑡 ∈ ℝ𝐿𝐿𝑦𝑦×𝑑𝑑𝑚𝑚  is the prediction sequence, 
which is filled with 0. Taking the prediction data of 168 time points (the experimental part is 
7-day data) as an example, the first 4 days of the known sequences are taken as the history 
sequences, and the spliced sequence is  𝑿𝑿𝑖𝑖𝑡𝑡 = {𝑿𝑿4𝑑𝑑 ,𝑿𝑿𝟎𝟎}. 𝑿𝑿𝟎𝟎 contains the timestamp of the 
target sequences. Then, this model predicts the output through a forward process, rather than 
the ‘dynamic decoding’ in the traditional encoder-decoder architecture. 
 

 
Fig. 2. PSA structure diagram 

The tail attention layer obtains the terminal output through the fully connected layer, and the 
scale of the output is determined by making the univariate or multivariate predictions. 

The structural diagram of ProbSparse Self-Attention layer (PSA) is shown in Fig. 2. The 
purple dotted arrow indicates the residual structure. The purple dot indicates the matrix Q, and 
the orange dot indicates the matrix K and V. 

Under the action of self-attention mechanism, the history sequences and prediction 
sequences are regarded as a whole to construct the dependence between different time points. 
At the same time, under the front multi-head attention mechanism, the prediction sequences 
can also learn some information from the history sequences, which is conducive to the 
subsequent processing. In this paper, we set the multi-head ProbSparse Self-Attention stack 
two layers to mine the deeper time dependence. 
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3.2 History-prediction sequence cross-attention layer 
The history-prediction sequence cross-attention layer is located in the middle of the 

head-tail ProbSparse self-attention layer. The history sequences and prediction sequences are 
separated and optimized separately, and the two are associated by using the cross-attention 
module. By highlighting their independence, the information interaction ability of history 
sequences and prediction sequences is improved, and then the forecasting effects of the 
algorithm is increased. 

Specifically, the output of the ProbSparse self-attention layer in the head of algorithm is 
used as the input of this layer. At this time, the prediction sequences have learned some 
information from the history sequences. First, the two parts of the long sequences (history 
sequences and prediction sequences) is separated, as shown in equation (5): 

             𝑿𝑿𝑝𝑝𝑡𝑡 ,𝑿𝑿𝒇𝒇𝑡𝑡 = 𝑆𝑆𝑝𝑝𝑀𝑀𝐴𝐴𝐴𝐴�𝑿𝑿𝑖𝑖𝑡𝑡� ∈ ℝ𝐿𝐿𝑃𝑃×𝑑𝑑𝑚𝑚 ,ℝ𝐿𝐿𝑓𝑓×𝑑𝑑𝑚𝑚                                              (5) 

where 𝑿𝑿𝑝𝑝𝑡𝑡 ∈ ℝ𝐿𝐿𝑃𝑃×𝑑𝑑𝑚𝑚  is the history sequence and 𝑿𝑿𝒇𝒇𝑡𝑡 ∈ ℝ𝐿𝐿𝑓𝑓×𝑑𝑑𝑚𝑚  is the prediction sequence. 
The above two vectors are input into the multi-head ProbSparse self-attention module 
respectively. 
 

 
Fig. 3. Schematic diagram of HPCA self-attention stage 

The multi-head ProbSparse self-attention module adaptively integrates the information 
from different time points of history sequences and prediction sequences in the form of 
residual and multi-head ProbSparse self-attention. Through the self-attention operation of the 
history sequences and the prediction sequences respectively, the information association 
within the two sequences can be established, and the heterogeneity of the information of the 
two sequences can be highlighted, which is convenient to realize the interaction of high-value 
information in the history sequences and the prediction sequences in the subsequent 
cross-attention module. Because the attention mechanism does not have the ability to 
distinguish the relative position relationship between different time points, position location is 
introduced to encode the input  𝑿𝑿𝑝𝑝𝑡𝑡  and 𝑿𝑿𝒇𝒇𝑡𝑡 , and a sinusoidal function is adopted to produce 
time location code. In the end, the mechanism of multi-head self-attention module can be 
summarized. 

        𝑿𝑿𝑆𝑆𝑆𝑆 = 𝑿𝑿 + 𝑀𝑀𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝑀𝑀𝐴𝐴𝑠𝑠𝑑𝑑(𝑿𝑿 + 𝑷𝑷𝑥𝑥 ,𝑿𝑿+ 𝑷𝑷𝑥𝑥 ,𝑿𝑿)                                   (6) 

where 𝑷𝑷𝑥𝑥 ∈ ℝ𝐿𝐿𝑝𝑝×𝑑𝑑𝑚𝑚 , ℝ𝐿𝐿𝑓𝑓×𝑑𝑑𝑚𝑚 represents time position code, 𝑿𝑿𝑆𝑆𝑆𝑆 ∈ ℝ𝐿𝐿𝑝𝑝×𝑑𝑑𝑚𝑚 , ℝ𝐿𝐿𝑓𝑓×𝑑𝑑𝑚𝑚  is the 
output of the module. The output is fed into the multi-head ProbSparse cross-attention module. 
The schematic diagram of the self-attention stage of the history-prediction HPCA is shown in 
Fig. 3. The purple dotted arrow indicates the residual structure. The purple dot indicates the 
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matrix Q, and the orange dot indicates the matrix K and V. 
The multi-head ProbSparse cross-attention module also adopts the form of residual, and 

uses the multi-head ProbSparse cross-attention to fuse the feature vectors of two input to 
realize the information interaction between the history sequences and the prediction sequences. 
Similar to the multi-head ProbSparse self-attention module, time location code is also used in 
the multi-head ProbSparse cross-attention module. Furthermore, to improve the fitting 
performance of the model, an FFN module is used. The module is a fully connected 
feedforward network, it contains two linear transformations with a relu activation function 
ReLU in the middle, i.e. 

         𝐹𝐹𝐹𝐹𝐹𝐹(𝑿𝑿) = max(0,𝑿𝑿𝑾𝑾1 + 𝒃𝒃1)𝑾𝑾2 + 𝒃𝒃3                                        (7) 

where 𝑾𝑾 and 𝒃𝒃  indicate the weight matrix and the basis vector respectively. Subscripts 
indicate different layers. So the action mechanism of multi-head ProbSparse cross-attention 
module can be summarized. 

𝑿𝑿𝐶𝐶𝑆𝑆 = 𝑿𝑿𝐶𝐶𝑆𝑆′ + 𝐹𝐹𝐹𝐹𝐹𝐹(𝑿𝑿𝐶𝐶𝑆𝑆′ ),  
   𝑿𝑿𝐶𝐶𝑆𝑆′ = 𝑿𝑿𝑞𝑞 + 𝑀𝑀𝑀𝑀𝑀𝑀𝐴𝐴𝐴𝐴𝑀𝑀𝐴𝐴𝑠𝑠𝑑𝑑(𝑿𝑿𝑞𝑞 + 𝑷𝑷𝑞𝑞 ,𝑿𝑿𝑘𝑘𝑘𝑘 + 𝑷𝑷𝑘𝑘𝑘𝑘,𝑿𝑿𝑘𝑘𝑘𝑘)                               (8) 

where 𝑿𝑿𝑞𝑞 is the input and 𝑷𝑷𝑞𝑞 is the corresponding spatial location code of 𝑿𝑿𝑞𝑞. 𝑿𝑿𝑘𝑘𝑘𝑘 is an input 
from another branch, 𝑷𝑷𝑘𝑘𝑘𝑘  is the time coding of 𝑿𝑿𝑘𝑘𝑘𝑘 . 𝑿𝑿𝐶𝐶𝑆𝑆 is the output of the multi-head 
ProbSparse cross-attention module. According to equation (8), the cross-attention module 
computes the attention map based on the multiple scaled point products between 𝑿𝑿𝑘𝑘𝑘𝑘 and 𝑿𝑿𝑞𝑞, 
then reweights 𝑿𝑿𝑘𝑘𝑘𝑘 based on the attention map and puts it into 𝑿𝑿𝑞𝑞 to strengthen the expression 
performance of time-series information. The schematic diagram of the cross-attention stage of 
the history-prediction HPCA is shown in Fig. 4. The purple dotted arrow indicate the residual 
structure. The purple dot indicates the matrix Q, and the orange dot indicates the matrix K and 
V. 
 

 
Fig. 4. Schematic diagram of HPCA cross-attention stage 

 

Under the action of the cross-attention layer of history-prediction sequences, the history 
sequences and prediction sequences are separated, the independence of the two is highlighted, 
the two are optimized separately, and the correlation of the two sequences is learned through 
the cross-attention mechanism, it enhances the information interaction ability of history 
sequences and prediction sequences. In this paper, the history-prediction sequence 
cross-attention module is stacked two layers to obtain a deep time-series forecasting algorithm 
based on attention, it greatly improves the ability of information interaction. 
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4. Experimental results and performance analysis 
The same datasets (ETT, ECL and Weather) as Informer [7] is used to do experiments in 

this paper. A detailed description of the dataset can be found in reference [7]. This paper 
selects three Transformer-based time-series forecasting methods as comparison, including 
Reformer, LogTrans and Informer. Compared to various high-performance time-series 
forecasting algorithms such as ARIMA, Prophet and LSTM, these Transformer-based 
algorithms have demonstrated their advanced performance through experiments. Therefore, it 
is meaningful to deeply study the extent to which our algorithm can improve 
Transformer-based time-series forecasting methods.  

4.1 Experimental details 
Through several groups of experiments, it is confirmed that our algorithm can improve the 

prediction effect and efficiency of transformer or like transformer model in time-series 
forecasting. The loss function is MSE. All methods use Adam optimizer, whose learning rate 
starts from 1e-4 and decays twice per epoch. The entered history sequence length is set to 96. 
The total number of epoch is 8, which should be stopped early appropriately. The batchsize is 
set to 32. Each individual experiment is repeated five times and the mean results are used. All 
the experiments are conducted on a single NVIDIA GTX 3090 24GB GPU. More 
experimental descriptions will be presented in the following parts. MSE loss function is 
selected in the prediction of the target sequence. 

4.2 Analysis of experimental results 
The performance of these four time series prediction algorithms is evaluated under 

univariate and multivariate conditions respectively, in order to understand the accuracy 
improvement of this method over Transformer-based methods. ETTh1, ETTh2, ETTm1, 
Weather and ECL datasets are used for testing. To explore the performance with various 
granularities, the length of the forecasting series are set to {24, 48, 168, 336} for ETTh1, 
ETTh2 and Weather datasets, {24, 48, 96, 288} for ETTm1 dataset and {48, 168, 336, 720} for 
ECL dataset.  The indicators used to compare the accuracy of different algorithms are: MSE =
 1
n
∑ (y − y^)2n
i=1 and MAE =  1

n
∑ |y − y^|n
i=1 , n represents the size of the forecasting window. 

The experiment in this part is conducted on five datasets, ETTh1, ETTh2, ETTm1, Weather 
and ECL, and is divided into univariate prediction and multivariate prediction. If necessary, 
these two indexes will also be used to estimate the prediction effect of subsequent experiments. 
When our model is tested, the training time on the ETTh1 dataset is 1.5 hours, and the testing 
time is 8.65 seconds, 9.22 seconds, 9.64 seconds and 9.98 seconds for 24, 48, 168 and 336 
prediction length, respectively. The specific experimental results are list in Table 1 ~ 2. 

It can be shown from Table 1 ~ 2 that the effect of our algorithm is better than 
Transformer-based algorithms in all the univariate and multivariable cases, which shows that 
our proposed architecture does improve the prediction ability and performance of like 
transformer algorithm in time-series forecasting problems. Especially in the case of 
multivariable prediction, the proposed architecture is significantly improved compared with 
other algorithms, which shows that the deep attention-based architecture constructed in this 
paper has strong ability to mine the time dependence between multivariable and has higher 
prediction accuracy compared with the encoder-decoder based Transformer architecture. It is 
helpful to meet the actual demand for time-series prediction performance (especially 
multivariable time-series prediction). 
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Table 1. Univariate forecasting results on ETTh1, ETTh2, ETTm1, Weather and ECL 
Methods Ours Informer LogTrans Reformer 

Prediction 
length MSE MAE MSE MAE MSE MAE MSE MAE 

ET
Th

1 24 0.083 0.228 0.110 0.271 0.115 0.283 0.234 0.413 
48 0.129 0.283 0.221 0.405 0.230 0.414 0.347 0.531 

168 0.243 0.412 0.311 0.487 0.335 0.516 1.650 1.332 
336 0.273 0.435 0.354 0.520 0.362 0.531 1.992 1.257 

ET
Th

2 24 0.077 0.209 0.097 0.241 0.106 0.256 0.267 0.438 
48 0.142 0.291 0.169 0.327 0.183 0.361 0.472 0.558 

168 0.221 0.374 0.256 0.410 0.270 0.443 1.053 0.900 
336 0.246 0.396 0.281 0.428 0.285 0.448 1.686 1.239 

ET
Tm

1 24 0.025 0.126 0.034 0.150 0.073 0.221 0.100 0.242 
48 0.056 0.180 0.097 0.258 0.107 0.278 0.304 0.465 
96 0.258 0.443 0.330 0.524 0.322 0.531 0.997 0.858 

288 0.493 0.622 0.639 0.744 0.647 0.763 1.187 1.392 

W
ea

th
er

 24 0.100 0.232 0.131 0.275 0.152 0.305 0.243 0.426 
48 0.146 0.282 0.249 0.404 0.284 0.449 0.401 0.505 

168 0.354 0.474 0.452 0.560 0.500 0.604 0.709 0.709 
336 0.365 0.468 0.474 0.559 0.565 0.646 1.919 1.222 

EC
L 

48 0.204 0.332 0.268 0.394 0.313 0.469 1.023 0.939 
168 0.365 0.446 0.625 0.639 0.625 0.668 2.042 1.894 
336 0.651 0.630 0.831 0.743 0.832 0.775 3.825 2.456 
720 0.663 0.641 0.861 0.767 0.878 0.813 5.238 4.526 

Counting 40 0 0 0 
 

Table 2. Multivariate forecasting results on ETTh1, ETTh2, ETTm1, Weather and ECL 
Methods Ours Informer LogTrans Reformer 

Prediction 
length MSE MAE MSE MAE MSE MAE MSE MAE 

ET
Th

1 24 0.522 0.524 0.637 0.582 0.746 0.637 1.051 0.787 
48 0.568 0.550 0.645 0.606 0.726 0.738 1.273 0.887 

168 0.661 0.605 0.986 0.789 1.057 0.883 1.879 1.175 
336 0.860 0.715 1.137 0.854 1.371 0.933 2.126 1.261 

ET
Th

2 24 0.933 0.766 1.885 1.102 1.993 1.187 2.696 2.050 
48 1.444 0.937 2.063 1.156 2.412 1.189 2.477 1.890 

168 6.600 2.025 6.919 2.294 7.500 2.460 8.090 2.625 
336 4.769 1.747 5.101 1.929 6.253 2.352 6.406 2.277 

ET
Tm

1 24 0.292 0.352 0.357 0.391 0.456 0.435 0.768 0.634 
48 0.410 0.442 0.465 0.488 0.481 0.568 1.065 0.761 
96 0.481 0.494 0.718 0.644 0.810 0.827 1.476 0.976 

288 0.805 0.644 1.064 0.769 1.472 1.294 1.828 1.078 

W
ea

th
er

 24 0.303 0.364 0.370 0.404 0.473 0.503 0.695 0.609 
48 0.328 0.404 0.372 0.445 0.404 0.483 0.707 0.652 

168 0.435 0.456 0.644 0.595 0.767 0.700 1.358 0.883 
336 0.535 0.507 0.708 0.607 0.759 0.657 1.938 1.150 

EC
L 

48 0.311 0.375 0.380 0.417 0.386 0.441 1.489 1.043 
168 0.306 0.373 0.347 0.411 0.349 0.421 1.469 1.047 
336 0.271 0.347 0.404 0.452 0.393 0.458 1.649 1.140 
720 0.309 0.363 0.409 0.433 0.412 0.445 2.018 1.153 

Counting 40 0 0 0 
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4.3 Ablation Experiment Analysis 
To evaluate the effect and contribution of the two important components of the proposed 

algorithm (head-tail ProbSparse self-attention layer and history-prediction sequences 
cross-attention layer) in time-series forecasting, two sets of ablation experiments are carried 
out on the ETTh1 dataset based on MSE and MAE indexes. 

 
Table 3. Ablation experiments of head-tail ProbSparse self-attention layer 

Methods Ours(N=2) N=1 N=0 
Prediction 

length MSE MAE MSE MAE MSE MAE 

U
ni

va
ria

te
 24 0.083 0.228 0.086 0.232 0.088 0.233 

48 0.129 0.283 0.156 0.317 0.147 0.305 
168 0.243 0.412 0.266 0.436 0.283 0.442 
336 0.273 0.435 0.343 0.497 0.308 0.470 

M
ul

tiv
ar

ia
te

 

24 0.522 0.524 0.494 0.498 0.478 0.491 
48 0.568 0.550 0.544 0.533 0.518 0.521 

168 0.661 0.605 0.685 0.624 0.715 0.639 
336 0.860 0.715 0.855 0.716 0.903 0.731 

Counting 11 1 4 
 

Table 4. Ablation experiments of history-prediction cross-attention layer 
Methods Ours(N=2) N=1 N=0 

Prediction 
length MSE MAE MSE MAE MSE MAE 

U
ni

va
ria

te
 24 0.083 0.228 0.086 0.236 0.096 0.247 

48 0.129 0.283 0.175 0.340 0.211 0.377 
168 0.243 0.412 0.265 0.426 0.234 0.400 
336 0.273 0.435 0.267 0.433 0.271 0.439 

M
ul

tiv
ar

ia
te

 

24 0.522 0.524 0.550 0.527 0.654 0.593 
48 0.568 0.550 0.596 0.558 0.675 0.613 

168 0.661 0.605 0.662 0.605 0.803 0.667 
336 0.860 0.715 0.916 0.742 0.965 0.752 

Counting 12 3 2 
 
In the first group of experiments, the number of head-tail ProbSparse self-attention layers is 

reduced to one layer, univariate and multivariable prediction are carried out on the ETTh1 
dataset, and then the head-tail ProbSparse self-attention layer is completely removed for the 
same experiment. The role of head-tail ProbSparse self-attention layer in this algorithm is 
verified by comparing the experimental results. The experimental results are list in Table 3. 

In the second group of experiments, the number of head-tail ProbSparse self-attention layers 
is kept unchanged, the number of cross-attention layers of history-prediction sequences is 
reduced to one layer, the univariate and multivariable prediction on ETTh1 dataset are carried 
out, and then the of history-prediction sequences cross-attention layer is completely removed 
for the same experiment. The comparison experimental results verify the role of 
history-prediction sequence cross-attention layer in this algorithm. The experimental results 
are shown in Table 4. 

It can be seen from Table 3 that in the case of multivariate prediction and short prediction 
sequences, ProbSparse self-attention layer may bring negative effects. The reason is that the 
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periodic relationship of short sequences is not obvious. For the prediction of short sequences, 
whether the algorithm can catch the subtle and short-term dependence between sequences is 
very important. ProbSparse self-attention mechanism tends to focus on the periodic 
information of the sequence, which will ignore or even destroy the subtle local information to 
a certain extent, and in the case of multivariable, the periodic dependence between variables 
becomes worse, so this disadvantage of ProbSparse self-attention mechanism will be further 
amplified. The ProbSparse self-attention layer destroys the local fine and short-term 
dependence information beneficial to the model prediction, it will negatively affect the 
forecasting accuracy of the algorithm. However, in most other cases, the algorithm of stacking 
two layers of head-tail ProbSparse self-attention layers can achieve good results. 

As can be seen from Table 4, the algorithm of stacking two layers of history-prediction 
sequences cross-attention layer can achieve better results in most cases, and only in a few 
cases achieve suboptimal results, but the gap is not significant. It can be seen that in addition to 
in the case of univariate and long series prediction it will bring a small loss of accuracy, in 
most other cases, the history-prediction sequence cross-attention layer designed in this paper 
can bring a significant performance improvement. This is because the proposed 
history-prediction sequence cross-attention layer can enhance the information interaction 
between history sequences and prediction sequences, simultaneously increase the depth of the 
algorithm, and make the model more capable of capturing time-dependent relationships. 

Through the analysis of the ablation experiment results, it can be seen that each module 
constructed in this model can increase the effect of time-series forecasting to some extent, and 
make a certain contribution in time-series forecasting. The integrated algorithm structure 
architecture is simple and clear. By means of multi-level self-attention layer connection and 
information interactive fusion layer based on cross attention, multi-layer attention architecture 
can give full play to its potential in time-series forecasting task. The experiments results 
confirm that our algorithm can achieve higher prediction effect in most cases, it further 
demonstrates the robustness and effectiveness of the algorithm and its modules designed in 
this paper. 

5. Conclusion 
A novel time-series forecasting algorithm based on multi-layer attention architecture is 

proposed and tested on multiple public datasets in this paper, it has achieved excellent 
prediction performance. Our algorithm abandons the classical encoder-decoder architecture of 
Transformer and only uses multi-layer feedforward structure to construct the deep 
attention-based model, which improves the ability of mining deep time dependencies. At the 
same time, the head-tail ProbSparse self-attention layer and history-prediction sequence 
cross-attention layer are designed to enhance the ability of information interaction and mining 
deep information relevance. Experiments results confirm that our model can get better 
forecasting performance on five datasets. In the follow-up research, we will explore the 
limitations of ProbSparse attention mechanism, explore more effective methods of time-series 
relationship modeling based on attention, and further increase the effect of the algorithm. 
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