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Objectives: This study aimed to develop an AI-based CPX (Clinical Performance Examination) practicing chatbot 
for Korean medicine education, implementing automated quantitative scoring and qualitative feedback systems to 
enhance individualized learning experiences.
Methods: Building upon a previously developed CPX practicing chatbot, we integrated a quantitative scoring system 
and a qualitative text feedback system using Large Language Models (LLMs). Scoring prompts and feedback prompts 
were designed based on standardized CPX scenarios. We compared the performance of OpenAI's GPT-4 and 
Anthropic's Claude-3.5-Sonnet models in terms of scoring accuracy, feedback quality, consistency, latency, and 
fluency. Three sample chat histories representing varying levels of student performance were created for evaluation.
Results: Claude-3.5-Sonnet demonstrated perfect accuracy in quantitative scoring across all samples and faster 
execution times (average 43.2 seconds) compared to GPT-4. In qualitative feedback generation, GPT-4 provided more 
specific and actionable feedback, while Claude-3.5-Sonnet produced more natural and supportive language. By 
combining the strengths of both models, we implemented an optimized system that first uses GPT-4 for detailed 
feedback generation and then refines the language with Claude-3.5-Sonnet, resulting in accurate scoring and 
high-quality feedback.
Conclusions: The study successfully developed an LLM-based CPX practicing chatbot that offers automated scoring 
and individualized feedback for Korean medicine education. The optimized system enhances the learning experience 
by providing accurate assessments and specific, supportive feedback, addressing limitations in current CPX education 
practices and resource constraints. 
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Introduction
 
The importance and effectiveness of individualized 

feedback on learner performance are frequently 
emphasized in medical education1-3). Individualized 
feedback allows students to objectively assess 
their progress, identify and correct mistakes, and 
strengthen their skills4). Individualized feedback 
approaches can provide significant educational 
benefits in clinical Korean medicine education, 
where therapeutic decisions must consider the 
diversity and individuality of both patients and 
their conditions. Therefore, there is an emerging 
need for educational models that can incorporate 
appropriate feedback processes into the learning 
journey of students in clinical Korean medicine 
education5).

Clinical Performance Examination (CPX), 
which is being actively implemented in Korean 
medicine education, is an ideal educational model 
that provides practical individualized feedback to 
students in simulated clinical situations while 
achieving significant educational outcomes6). 
Since CPX evaluates students' ability to conduct 
clinical consultations with patients, it serves as a 
comprehensive assessment tool, examining not 
only adherence to consistent protocols but also the 
flexible application of Korean medicine knowledge 
and effective patient communication skills6). Thus, 
CPX is an ideal model for providing students with 
practical, individualized feedback in a simulated 
clinical setting, which can lead to significant 
educational gains7). However, current Korean 
medicine colleges face significant challenges in 
providing detailed and in-depth educational 
feedback to students. These challenges stem from 

multiple factors: the time constraints of evaluating 
various competencies simultaneously, the shortage 
of qualified professionals and faculties who can 
objectively assess multiple student practitioners, 
and insufficient time for individual student 
evaluation8). 

The recent emergence of Large Language 
Models (LLMs), such as ChatGPT and Claude, 
has opened up possibilities for sophisticated 
feedback generation in medical education9,10). 
LLMs are artificial intelligence (AI) systems 
trained on large volumes of text data that can 
understand and generate human language, 
demonstrating particularly strong performance in 
understanding complex contexts and generating 
detailed responses9). The use of LLMs in CPX 
education offers several advantages that could 
overcome existing challenges: students can 
practice CPX scenarios and receive immediate 
feedback at any time; comprehensive feedback 
can be efficiently provided on diverse aspects, 
such as Korean medicine knowledge, diagnostic 
reasoning, and communication skills; and 
individualized feedback can be delivered 
simultaneously to multiple students, making 
efficient use of educational resources. These 
benefits are particularly promising for prospective 
Korean medicine doctors who need to develop 
complex and specialized skills11).

Although several studies have recognized and 
proposed these advantages of LLMs in Korean 
medicine education, their implementations remain 
limited in scope. Some LLM-based CPX chatbots 
have been developed for scenarios like abdominal 
pain, gastric ulcer, and hypertension, allowing 
students to practice medical history taking and 
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physical examinations with AI model6,12). However, 
these models lack the capability of automated 
scoring and individualized feedback generation by 
LLMs for learners. Additionally, while a paper 
reported on students using LLMs to practice 
Suicide Risk Assessment for depression patients, 
it also did not incorporate automated scoring or 
feedback capabilities for evaluating students’ 
performance13). 

Therefore, this study aims to develop an 
LLM-based CPX chatbot that offers both practice 
opportunities and automated, individualized feedback 
for students. The feedback system integrates two 
components: a quantitative scoring system for 
evaluating performance and a qualitative feedback 
system that identifies areas for improvement with 
specific suggestions. Furthermore, this study 
presents a systematic framework for developing 
CPX chatbots that can adapt to advancing AI 
technologies and diverse clinical scenarios. The 
outcomes of this research are expected to enhance 
the learning experience in CPX education for 
Korean medicine. 

Method
 
Our research team previously developed a 

“CPX Practicing Chatbot” for CPX training of 
Korean medicine students6). In the previous study, 
a scenario of essential hypertension was obtained 
from the National Institute for Korean Medicine 
Development (NIKOM) and modified, and a 
chatbot acting as a standardized patient was 
implemented using OpenAI's GPT-4 API. Specifically, 
role prompting and few-shot prompting techniques 
were applied to ensure that the chatbot could 

consistently play the role of a patient. The model's 
performance was optimized through efficient data 
structuring in a chart format and periodic 
re-prompting. The detailed development process can 
be found in the paper.

However, the previous CPX Practicing Chatbot 
had the limitation that it only provided conversation 
functionality with learners, lacking the ability to 
evaluate students’ performance and provide 
educational individualized feedback. Therefore, in 
this study, we aimed to further develop the 
existing CPX chatbot model by adding a 
quantitative scoring system and a qualitative 
feedback generation system, in order to create a 
more complete educational tool.

1. Development of a Quantitative Scoring 

System

1) Design of the Scoring Prompt

After the student practitioner completes the 
CPX session with the chatbot, they can click the 
“Get Scoring and Feedback” button. This triggers 
the LLM model to act as an evaluator, using the 
scoring prompt and the conversation history 
between the student and the chatbot. The scoring 
prompt serves as an answer key or rubric, guiding 
the LLM in assessing the student’s performance. 
It can be thought of as a “whisper from the 
developer” to the LLM.

The scoring prompt was developed based on 
“Section 6: Scoring Rubric” from the scenario 
provided by NIKOM. It includes 15 questions on 
medical history taking and 4 questions on patient 
education. For the 15 medical history questions, 1 
point is awarded if the standardized patient clearly 
provides the relevant information; otherwise, 0 
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points are given. Similarly, for the 4 questions on 
patient education, 1 point is awarded if the student 
practitioner clearly delivers the necessary 
information; otherwise, 0 points are given. The 
scoring rubric was revised before being provided 
to the LLM as a prompt to eliminate any 
ambiguity and ensure that the instructions were as 
clear as possible for the LLM to understand. The 
examples of this revision are shown in Table 1.

2) Implementation of the Scoring Process

Since the scoring process involves quantitative 
evaluation, it is crucial to ensure high accuracy 
and consistency. To ensure this accuracy and 
consistency, our research team used a Python ‘for 
loop’ to make individual LLM API calls for each 
of the 19 items. For each item, the LLM API was 
called, provided with the conversation history and 
scoring prompt, and instructed to generate a score 
of 0 or 1 along with the rationale, which was then 
saved. This process was performed individually 
for items 1 through 19, requiring a total of 19 
LLM API calls to ensure that each item was 

evaluated accurately and consistently. Finally, an 
additional LLM API call was made to aggregate 
the saved scores, calculate the total, and output 
the result in the specified JSON format. The 
format for the output after scoring each item was 
as follows: 

{
  “score”: 1,
  “reason”: “Because the patient explicitly 

mentioned resting for ‘at least 5 minutes’.”
}
The format for the final output after aggregating 
all the scores was as follows:
“””

===== Scoring Results =====
Evaluation Results:
Medical History: 10/15 points
Patient Education: 4/4 points
Total Score: 14/19 points
Time Taken for Scoring: 50.61 seconds
“””

The scoring process employs the Chain-of- 
Thought (CoT) prompting technique, which 

Table 1. Examples of Original Scenario Scoring Rubric and Corresponding Scoring Prompts Provided to the LLM. 

Original Scenario Scoring Rubric Scoring Prompt
Medical History Question 
Example

The patient stated that they had rested sufficiently 
for at least 5 minutes before measuring their blood 
pressure. 
1 point: Stated
0 points: Not stated

{
  “id”: “1.1”,
  “prompt”: “Award 1 point if the patient explicitly 
mentions resting for ‘at least 5 minutes’ before 
measuring their blood pressure.”
}

Patient Education 
Question Example

The patient was informed that they are likely to 
have essential hypertension.
1 point: Informed
0 points: Not informed

{
  “id”: “2.1”,
  “prompt”: “Award 1 point if the student practitioner 
mentions the diagnosis or possibility of essential 
hypertension to the patient. This includes the 
diagnosis of ‘primary hypertension’ or ‘essential 
hypertension’.”
}
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ensures that the LLM not only generates an 
answer but also provides the reasoning behind it. 
CoT prompting helps the LLM articulate its 
thought process, making the evaluation more 
transparent and understandable14). In this study, 
each evaluation item was scored along with the 
reasoning, which was explicitly generated to 
improve transparency and reliability. This 
approach aimed to enhance the accuracy of the 
quantitative evaluation by allowing evaluators to 
understand the rationale behind each score, 
thereby increasing the overall credibility and 
consistency of the assessment.

3) Comparison of Scoring Performance Across 

Models

The accuracy and reproducibility of the scoring 
system implemented through the aforementioned 
procedures were evaluated. For this purpose, three 
chat history samples were created. The first 
sample represented an exemplary student, with a 
score of 10 out of 15 on medical history taking 
and 4 out of 4 on patient education, resulting in 
a total score of 14. The second sample represented 
a student who made an error in pattern 
identification of Korean medicine, scoring 10 on 
medical history taking and 3 on patient education, 
for a total of 13. The third sample represented a 
student with insufficient skills, scoring 3 on 
medical history taking and 2 on patient education.

The process of creating these chat history 
samples was as follows: The web version of the 
‘Claude-3.5-Sonnet model’ by Anthropic was 
provided with a scoring prompt and instructed to 
generate a conversation history that would achieve 
a score of 14. The generated content was then 

reviewed by the researcher to ensure clarity and 
eliminate ambiguity in the scoring. Subsequently, 
a further revision was carried out using web 
version of the ‘o1-preview model’ by OpenAI, 
during which a mock scoring was conducted to 
identify and refine any ambiguous or unclear 
statements. Each of these three chat history 
samples was used for repeated evaluations, with 
each evaluation conducted 10 times. An example 
of the first sample, which received a score of 14, 
can be found in Table 2 below.

The scoring performance of OpenAI's latest 
model, GPT-4o (‘gpt-4o-2024-08-06’), and Anthropic's 
latest model, Claude-3.5-Sonnet (‘claude-3.5 
-sonnet-20240620’), was compared  using these 
three chat history samples. Each model was 
instructed to independently perform repeated 
scoring 10 times for each of the three samples, 
and the accuracy of the quantitative scoring 
results was compared. Based on this comparison, 
we aimed to determine which of the two models 
is more suitable for quantitative scoring and apply 
it accordingly.

2. Development of the Qualitative Text 

Feedback System

1) Design of the Text Feedback Prompt

After the quantitative scoring is complete, the 
LLM is called again to begin generating text 
feedback. At this stage, the conversation history 
and the scoring results are input into the LLM, 
along with the ‘textfeedback_prompt’.

The textfeedback_prompt was developed based 
on not only “Section 6: Scoring Rubric” from the 
original scenario but also the content from 
“Section 2: Scoring Criteria.” While “Section 6:  
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Scoring Rubric” outlines the criteria for scoring 
the student's responses, it does not provide the 
rationale for eliciting such answers. In contrast, 
“Section 2: Scoring Criteria” explains why each 
item in the scoring rubric needs to be asked. For 
example, “Section 6: Scoring Rubric” might state, 
“The patient mentioned that they do not 
experience significant fatigue, do not feel 
weakness or tingling in their limbs, and do not 
drink a lot of water. If the patient provided one 
or more of these responses, award 1 point; 
otherwise, 0 points.” Meanwhile, “Section 2: 
Scoring Criteria” indicates that, considering 
differential diagnosis for primary aldosteronism, 

questions about fatigue, thirst, muscle weakness, 
and urine volume should be asked. Therefore, the 
textfeedback_prompt was created based on 
“Section 2: Scoring Criteria” to maintain consistency 
between the quantitative scoring and the text 
feedback, and it also incorporated content from 
“Section 6: Scoring Rubric,” which was refined 
further to ensure more accurate and specific 
feedback.

Additionally, to ensure consistent and stable text 
feedback generation, a fixed format was provided. 
According to existing feedback learning 
methodologies15), the format was designed to 
allow the students to first identify what they did 

Table 2. An Example of the First Chat History Sample, Who Received a Score of 14.

test_conversation_good = [
    (“Student Practitioner”, “Hello, I'm student practitioner Jun-dong Kim. Could you please tell me your name and date 
of birth?”),
    (“Min-young Park”, “Yes, hello. My name is Min-young Park, and my date of birth is June 3, 1976.”),
    (“Student Practitioner”, “What symptoms are you experiencing today?”),
    (“Min-young Park”, “My blood pressure has been high frequently, so I came because I’m worried.”),
    (“Student Practitioner”, “You mentioned your blood pressure is high. Since when has it been like this? And have 
you measured it at home?”),
    (“Min-young Park”, “Yes, it’s been between 130 and 140 for about two years. It often reads high when I measure 
it at home too.”),
    (“Student Practitioner”, “Before measuring your blood pressure, did you rest for at least 5 minutes? And have you 
avoided coffee or cigarettes?”),
    (“Min-young Park”, “Yes, I usually rest for about 10 minutes before measuring it. I don’t smoke or drink coffee 
before measuring my blood pressure.”),

    ###### (Scenario details omitted to prevent unintended disclosure of content) ######

    (“Student Practitioner”, “To manage hypertension, I recommend a low-salt diet, regular exercise, reducing alcohol and 
coffee intake, weight management, and self-monitoring of blood pressure.”),
    (“Min-young Park”, “Yes, I will try to improve my lifestyle.”),
    (“Student Practitioner”, “From a Korean medicine perspective, ○○○○ is suspected. Herbal treatment may also 
help.”),
    (“Min-young Park”, “Okay, thank you.”,
    (“Student Practitioner”, “Do you have any other questions?”),
    (“Min-young Park”, “No, I don’t. Thank you for the detailed explanation.”),
    (“Student Practitioner”, “Alright, take care of your health, and feel free to reach out anytime.”),
]
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well, then recognize areas needing improvement, 
and finally receive suggestions for future learning 
directions. The format is as follows:

“””
Successful consultation.
1. [List of specific examples]
2. [List of specific examples]
3. [List of specific examples]

However, the following points need improvement.
1. [Provide specific examples and suggestions 
for improvement]
2. [Provide specific examples and suggestions 
for improvement]
3. [Provide specific examples and suggestions 
for improvement]

Additional Advice:
[Overall feedback on performance]
[Suggestions for future learning directions]
“””

2) Comparison of Qualitative Text Feedback 

Generation Performance Across Models

Although the text feedback follows a fixed 
format, its content can vary significantly depending 
on the LLM's performance. Therefore, the text 
feedback generation performance of OpenAI's 
latest model, GPT-4o (‘gpt-4o-2024-08-06’), and 
Anthropic's latest model, Claude-3.5-Sonnet 
(‘claude-3.5-sonnet-20240620’), were qualitatively 
compared.

Experiments were conducted by setting the 
temperature to two different values—0 and 1—for 
each model, resulting in four configurations: 
GPT-4o at temperature 0, GPT-4o at temperature 

1, Claude-3.5-Sonnet at temperature 0, and 
Claude-3.5-Sonnet at temperature 1. Temperature 
is a parameter that adjusts the diversity of the 
LLM's output; when set closer to 0, the model 
outputs the most certain response, resulting in 
higher consistency, whereas setting it closer to 1 
leads to more creative answers by considering a 
broader range of possibilities 16). In this study, by 
setting the temperature to extreme values of 0 or 
1, we aimed to determine which configuration—
consistent feedback or varied, creative feedback—
was more suitable for educational purposes.

The same chat history sample used in Table 2 
was utilized for the experiment, representing a 
good performance with a score of 14 out of 19. 
Each LLM was instructed to generate feedback 
five times based on the chat history and the score 
for this sample. The researchers qualitatively 
evaluated the generated feedback based on the 
following five aspects:
① Accuracy: Is the feedback accurately 

generated based on the chat history?
② Specificity: Does the feedback offer concrete 

and actionable suggestions for students?
③ Consistency: Does the feedback maintain 

consistency with the scoring results and the 
previously generated feedback?

④ Latency: Does the feedback generation 
avoid excessive latency in practical use?

⑤ Fluency: Is the feedback written in a natural, 
supportive tone, especially in Korean?
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1. Evaluation of the Quantitative Scoring 

System

1) Comparison of Scoring Accuracy Across 

Models

Scoring accuracy was compared by having each 
model independently score three sample cases 
(with scores of 14, 13, and 5) ten times each 
(Figure 1). The Claude-3.5-Sonnet model 
demonstrated 100% accuracy across all three 
samples. In contrast, GPT-4o showed consistent 

Results

Fig. 1. Comparison of scoring accuracy and consistency between GPT-4o and Claude-3.5-Sonnet model. Left: Scoring 
accuracy (%) for each sample. Right: Score variations across 10 repeated trials.
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scoring accuracy only for the first sample (100%), 
but its accuracy dropped to 80% for the second 
sample and 40% for the third sample, indicating 
variability in scoring consistency. 

2) Comparison of Latency (Scoring Time)

The average scoring time was faster for Claude 
-3.5-Sonnet (43.2 seconds) compared to GPT-4o 
(50.6 seconds). Both models demonstrated response 
speeds suitable for practical use in educational 
settings.

2. Evaluation of the Qualitative Text 

Feedback System

1) Characteristics of Feedback Based on 

Temperature Settings

With a temperature setting of 0, both models 
consistently generated similar feedback across five 
trials. When the temperature was set to 1, more 
varied feedback was produced, with Claude-3.5 
-Sonnet often providing more detailed insights 
into Korean medicine content. However, in a 
situation where students repeatedly practice the 
CPX examination and receive feedback after each 
session, overly varied feedback can make it 
difficult for them to focus on specific areas for 
improvement. Consistent feedback allows students 
to track their progress effectively and clearly 
understand what aspects need continuous 
improvement. Therefore, providing feedback with 
too much variation may reduce the educational 
effectiveness by causing confusion about which 
specific skills to work on.

To address this, the temperature was fixed at 0 
for both models when comparing feedback 
quality, ensuring consistency.

2) Comparison of Feedback Quality Across 

Models

In terms of accuracy, both models performed 
well, providing feedback that accurately reflected 
the details of the conversation history without 
hallucination. However, GPT-4o tended to provide 
more specific and actionable feedback for 
improving students’ CPX skills. For example, 
GPT-4o generated feedback like, “You asked 
about the patient's urine condition, but additional 
questions regarding frequency or volume of urine 
are needed beyond checking for foam. This is 
important for distinguishing kidney disease or 
diabetes.” In contrast, Claude-3.5-Sonnet produced 
more general feedback, such as, “You asked basic 
questions about the urine condition but did not 
inquire about more specific changes.” Nonetheless, 
the Claude-3.5-Sonnet model consistently produced 
stable feedback, with shorter response times. 
Moreover, it provided feedback in fluent Korean, 
delivered in a natural and supportive tone, which 
is crucial when offering feedback to students. 
Examples of feedback generated by each model 
can be found in Table 3 below.

3. Optimization of Scoring and Feedback 

Generation Based on Quantitative 

and Qualitative Evaluation Results

Based on the results of both quantitative scoring 
and qualitative feedback evaluation, our research 
team implemented the following optimized system. 
For the quantitative scoring system, the Claude 
-3.5-Sonnet model was adopted. This decision was 
made because Claude-3.5-Sonnet demonstrated 
100% accuracy across all difficulty levels of the 
sample and showed faster execution times.
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Through the qualitative evaluation of feedback 
generation, we identified the strengths of both 
models. Thus, a two-step approach combining 
both models was adopted. GPT-4o showed an 
advantage in providing more specific and 
actionable feedback, while Claude-3.5-Sonnet 
excelled at delivering supportive and natural 
Korean expressions with faster response times. 
Therefore, we first used GPT-4o with temperature 
0 to generate an initial draft, ensuring in-depth 
and detailed content. Afterward, we employed 
Claude-3.5-Sonnet to refine the expressions and 
tone, making them more natural and supportive. 
For this step, the temperature for Claude-3.5 
-Sonnet was set to 1 to utilize richer Korean 
expressions.

The final optimized scoring and feedback 
generation system operates as follows:
① Perform quantitative scoring and calculate 

the score using Claude-3.5-Sonnet.

② Generate an initial detailed feedback draft 
using GPT-4o with temperature 0.

③ Refine the Korean expression of the 
feedback using Claude-3.5-Sonnet with 
temperature 1.

④ Present the final scoring and feedback to the 
student.

This optimized system is expected to provide 
accurate and consistent scoring along with 
specific, natural, and supportive educational 
feedback. The overall structure and accessibility 
of the chatbot are illustrated in Figure 2, while an 
example of the user interface and QR code for 
access are shown in Figure 3. 

Discussion
 
This study developed and evaluated an 

LLM-based scoring and feedback system for 
Korean medicine CPX education. Claude-3.5 

Fig. 2. Workflow of the chatbot's response generation and scoring and feedback system, illustrating the use of different 
LLM models for specific stages. 
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-Sonnet demonstrated perfect accuracy in 
quantitative scoring, with faster execution times 
(average 43.2 seconds) compared to GPT-4o. In 
the evaluation of the qualitative text feedback 
generation system, the strengths of each model 
were identified, and a method for generating 
high-quality text feedback by combining both 
models was proposed.

The quantitative scoring system of our CPX 
Practicing Chatbot offers several critical advantages 
for Korean medicine education. Firstly, Claude-3.5 
-Sonnet's perfect accuracy and consistency enable 
a standardized evaluation process, effectively 
mitigating the subjectivity commonly found in 
current assessment practices especially in Korean 

medicine CPX. Second, the system's rapid 
processing time of 43.2 seconds confirms its 
practicality for actual educational settings. Most 
importantly, the system promotes self-directed 
learning by allowing students to practice clinical 
scenarios repeatedly, while objectively tracking 
their progress through clear, numerical feedback. 
This ability to monitor improvement addresses the 
inherent cost, time, and physical constraints of 
conventional CPX education, ultimately enhancing 
the learning experience.

Also, the qualitative text feedback system 
proposed in this study, with its two-stage 
approach, has several educational implications. By 
setting the temperature value to 0 during draft 

Fig. 3. Screenshot of the chatbot's user interface during a simulated CPX session, showing the scoring result, generated 
feedback, and QR code for easy access. 
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generation, the system was designed to provide 
concise, focused feedback consistently. This aligns 
with recent research suggesting that providing 
limited amounts of feedback more frequently is 
significantly more effective than delivering 
comprehensive feedback all at once15). Frequent, 
targeted feedback helps maintain learner focus and 
ensures that key areas for improvement are clearly 
understood, which ultimately enhances learning 
outcomes. Additionally, several key principles 
have been established for effective feedback15). 
These include: providing specific and actionable 
improvements, basing feedback on learner's actual 
behaviors and decisions, and maintaining a 
supportive and constructive attitude. Our two-stage 
approach fully embodies these principles by using 
GPT-4o to generate highly accurate and specific 
initial drafts, followed by Claude-3.5-Sonnet to 
refine them into supportive and natural expressions.

Notably, clinical practice in Korean medicine 
involves a complex dual diagnostic process: 
practitioners must conduct differential diagnosis 
for the patient's presenting symptoms while 
simultaneously performing pattern identification 
that considers the patient's overall condition. The 
feedback generation system of our CPX Practicing 
Chatbot provides comprehensive guidance by not 
only identifying strengths and weaknesses but also 
actively suggesting specific learning directions for 
future improvement. This systematic approach to 
feedback represents a potentially transformative 
solution for Korean medicine CPX education, 
where students have struggled with the complexity 
of clinical skill development without adequate 
guidance17). 

Another significant contribution of this study is 

the establishment of a systematic evaluation 
framework. As AI technology rapidly evolves 
with continuous emergence of new LLMs, and 
CPX education requires ongoing development of 
diverse clinical scenarios, a structured evaluation 
system becomes crucial. Building upon our 
previous research that proposed methodology for 
evaluating chatbot response performance6), this 
study further developed methods for assessing 
both quantitative scoring and qualitative feedback 
systems. The framework provides objective 
criteria for evaluating performance and selecting 
the most suitable models whenever new LLMs or 
clinical scenarios are developed (Figure 4). 
Moreover, its applicability is not limited to 
Korean medicine education but extends to other 
fields such as general medicine, dentistry, and 
nursing. This broad applicability represents a 
sustainable methodology for integrating AI 
technology into medical education.

However, this study has several limitations. 
First, the chatbot has been developed using only 
one essential hypertension scenario, limiting its 
coverage of diverse clinical situations. Second, the 
inherent possibility of hallucination in LLMs 
cannot be completely eliminated. Third, the actual 
educational effectiveness of the chatbot when 
applied to students has not yet been empirically 
validated.

Future studies are planned to address these 
limitations. We plan to expand the educational 
scope of the CPX Practicing Chatbot by 
developing a comprehensive scenario library. 
Additionally, we will collaborate with medical 
education departments to objectively evaluate the 
system's educational effectiveness. In the long 
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term, we aim to enhance the realism of CPX 
practice by incorporating audiovisual features 
such as voice input/output and virtual patient 
implementation.

This study illustrates the potential for 
transforming Korean medicine CPX education 
using AI technology, providing practical solutions 
for longstanding challenges in evaluator availability 
and feedback quality. By implementing a system 
that integrates both quantitative scoring and 
qualitative feedback, we have proposed a practical 
solution to overcome the human and material 
resource constraints in Korean medicine 
education. Furthermore, the significance of this 

study lies in proposing a systematic framework 
that can effectively evaluate and implement 
rapidly evolving AI technologies and various 
clinical scenarios. The methodology presented in 
this study is expected to contribute to improving 
both the quality and efficiency of Korean 
medicine education.

Conclusion
 
This study has demonstrated the potential of AI 

technology to revolutionize CPX education in 
Korean medicine through a novel evaluation and 
feedback system. By successfully integrating 

Fig. 4. Implementational framework for LLM-based CPX chatbot for a newly developed LLMs and CPX scenarios. 
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quantitative scoring and qualitative feedback 
mechanisms, our chatbot system offers a practical 
solution to overcome conventional resource 
limitations while ensuring consistent, objective 
assessment. The proposed systematic framework 
for evaluating and implementing LLM-based 
educational technologies not only addresses 
current challenges in Korean medicine education 
but also provides a sustainable methodology 
applicable across various medical education fields. 
Through continued development and refinement, 
this approach has the potential to significantly 
enhance both the quality and accessibility of 
clinical education in Korean medicine. 
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