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Abstract 

Ransomware is one of the most significant cybersecurity threats facing the world. In this research we designed 

and constructed a custom cybersecurity AI dataset for ransomware detection. We then evaluated the dataset 

using different machine learning models. The dataset was constructed using Cuckoo Sandbox where raw 

ransomware samples were analyzed to extract key features such as API calls, DLL usage, file operations, 

network activity, process creation and registry changes. These were then carefully labeled as either 

ransomware or benign. For evaluation purposes, the custom cybersecurity AI dataset was utilized to train and 

test various machine learning models. The dataset was split into 80% for training and 20% for testing.  

Logistic Regression, Random Forest, K-Nearest Neighbors (KNN), and XGBoost models were used to evaluate 

the resulting custom Cybersecurity AI Dataset. We obtained higher results of accuracy, precision, recall, and 

F1 scores evaluation metrics. Moreover, our results demonstrate the robustness of a combination of well-

designed custom Cybersecurity AI Datasets and machine learning techniques in enhancing ransomware 

detection mechanisms as well as providing a framework for future cybersecurity applications 
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1. Introduction 

In cyberspace, the world has increasingly faced many challenges. Ransomware has emerged as one of the most 

significant among those challenges. Ransomware is a software designed by cybercriminals to maliciously 

encrypt victim's files and demand for a ransom for them to be decrypted. This practice has led to substantial 

financial loss and operational disruptions across almost all sectors. Such sectors include industry, health care, 
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business and trade, education. Traditional detection methods based on signature-based approaches have been 

used to combat ransomware attacks but have proven to be increasingly inadequate due to rapid evolution of 

ransomware variants. increasingly proving to be inadequate owing to the rapid evolution of ransomware 

variants. In support of this, the Federal Bureau of Investigation (FBI) has reported that ransomware attacks 

have targeted 14 of the 16 critical U.S. infrastructure sectors, including healthcare, manufacturing, and 

education [1].  

Moreover, Korea Internet & Security Agency (KISA) indicated that ransomware attacks have increasingly 

targeted South Korean businesses leading significant financial losses and operational disruptions [2]. In 

response to these ransomware attacks, government agencies have often responded with tools such as the 

Ransomware Decryption Tool by KISA [3] and guidelines such as “How we can help you” by FBI [4]. In 

addition, Cybersecurity and Infrastructure Security Agency (CISA) has on several occasions provided 

comprehensive guidelines and resources to help organizations prevent and respond to ransomware attacks [5]. 

Despite these efforts, ransomware attacks have continued to increase. In support of this it is indicated that over 

the past year (2023) alone, ransomware attacks increased by 74% worldwide [6]. One of the state-of-art 

solutions to addressing this severe and fast-growing threat is Artificial Intelligence (AI) and Machine Learning 

(ML). This is because they can enable the analysis of vast datasets to identify patterns, anomalies, and 

behaviors ransomware. By applying AI and ML we can develop more effective and adaptive state of art 

solutions for detecting ransomware attacks. However, such solutions are usually hindered by lack of more 

comprehensive cybersecurity AI datasets that have dynamic features [8],[11]. To contribute to addressing this 

hinderance, we constructed a custom ransomware cybersecurity AI dataset and evaluated it using different 

Machine Learning models. Specifically, our key contributions are in three-fold. First, is the development of a 

custom cybersecurity AI dataset specifically designed for ransomware detection. This dataset contains 

dynamic analysis features such as API calls, DLL usage, file operations, network activity, process creation, 

and registry changes. These features were extracted from raw ransomware samples using Cuckoo Sandbox. 

Second, we conducted a comprehensive evaluation of multiple ML models such as Logistic Regression, 

Random Forest, K-Nearest Neighbors (KNN), and XGBoost to determine their performance in ransomware 

detection using our custom cybersecurity AI Dataset. Third, our research also contributes to the existing body 

of knowledge by demonstrating the effectiveness of dynamic analysis of the selected features and machine 

learning models in ransomware detection thus providing valuable insights for future cybersecurity research. 

The rest of our paper is organized as follows. Section 2 discusses Background and Motivation, Section 3 

discusses our proposed method, Section 4 discusses results and analysis and lastly section 5 concludes our 

study.  

 

2. Background and Motivation. 

Emerging research indicates that ransomware attacks have become increasingly sophisticated and 

widespread, posing significant threats globally. As pointed out in the introduction, traditional signature-based 

detection methods often fail to detect new and evolving ransomware variants highlighting the need for AI-

based detection methods to analyze dynamic features. Dynamic analysis methods therefore offer more 

effective solutions to ransomware detection. These methods involve executing code in a controlled 

environment and monitoring its behavior while capturing runtime characteristics such as API calls, DLL usage, 

file operations, network activity, process creation, and registry changes. In line with this, several studies in 

literature have focused on application of machine learning techniques for ransomware analysis and detection. 

Al-Dujaili et al. [7] demonstrated the effectiveness of machine learning techniques in identifying ransomware 
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based on dynamic features. Even though their study considered some dynamic features, they did not explore 

integration of other key aspects such as network activity and registry changes which could enhance detection 

accuracy of machine learning models. In addition, they did not evaluate their dataset with various machine 

learning models thus limiting generalization of their findings.  Albshaier et al. [8] researched on ransomware 

early detection methods, emphasizing comprehensive dynamic analysis. The researchers’ emphasis was on 

comprehensive analysis. While their approach was robust, it can be criticized for lack of detailed comparison 

with many dynamic analysis features. Furthermore, they did not provide details on the construction of the 

custom dataset that could have added value to their research. Vinayakumar et al. [9] provided a survey 

underscoring the significance of dynamic features. However, the survey did not cover issues to do with 

implementation and ransomware feature extraction techniques. The survey also did not include performance 

evaluation of customized AI dataset. Kumar et al. [10] discussed integrating these features in static analysis 

for ransomware classification. However, the researchers did not construct a custom cybersecurity AI dataset 

which could have provided a more comprehensive evaluation.  Sgandurra et al. [24] conducted automated 

dynamic analysis of ransomware using Cuckoo Sandbox. Their analysis focused on API calls and file 

operations. While their approach is thorough, the impact of network activity and registry changes on detection 

accuracy was not explored. Moreover, there was no performance evaluation comparison of different machine 

learning models on the features that were extracted. Additionally, a custom dataset was not constructed, and 

this would have strengthened the analysis of ransomware features. Catak et al. [22] constructed and 

benchmarked Windows PE malware classification dataset using API calls. Even though their dataset is 

valuable, it did not specifically address ransomware detection using various machine learning models to 

understand its practical utilization. The research also did not involve construction of customized ransomware 

dataset. Oliveira et al. [23] built the RansomSet dataset for ransomware detection. By utilizing system calls 

and network activity. However, in their research they did not include analysis of registry changes and DLL 

usage which would enhance the detection of ransomware different variants. In addition, they did not evaluate 

the performance evaluation of the dataset with different machine learning algorithms. Yazı et al. [24] proposed 

a deep learning approach for metamorphic malware detection using API calls. Despite their innovation, they 

did not construct a custom cybersecurity AI dataset specialized for ransomware detection. To detect malware 

using Convolutional Neural Networks (CNN), Ahmed et al. [25] performed data augmentation. Despite the 

fact that5 their approach is interesting, there was no focus on detecting ransomware. In addition, they did not 

also evaluate the effective performance of various ML models on their augmented data.  

In summary all these studies don’t involve a combined focus on construction of custom ransomware AI 

Dataset and its performance evaluation through different ML models specifically focusing on API calls, DLL 

usage, file operations, network activity, process creation and registry changes features. In our research we 

address this gap and contribute to enhancing ransomware detection mechanisms.   

 

3. Proposed Method 

In this section, we describe the stages involved in constructing our cybersecurity AI dataset.  Specifically, 

we describe the environment construction, ransom raw sample collection, processing, labelling, and finally 

evaluating the constructed dataset. Our proposed framework consists of eight modules, as shown in Figure.1. 
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Figure 1. Proposed Framework for the Construction and Evaluation of a Ransomware 

Cybersecurity AI Dataset. 

 

3.1 Cuckoo Sandbox Environment Construction 

The Cuckoo Sandbox was set up for the dynamic analysis of the ransomware samples. This environment 

allows for the extraction of detailed behavioral features. Cuckoo Sandbox is an open-source automated 

malware analysis system. For this research, we set up Cuckoo Sandbox in a nested virtualization manner on a 

dedicated machine with the following specifications. Host Operating System: Windows 11 Home Edition, 

Processor: 13th gen Intel(R) Core (TM) i9-13900, RAM: 128 GB. VM Hosting Cuckoo platform: VMware 

Workstation 17 Pro, OS: Ubuntu 18.04.6 LTS, Disk Space: 528 GB. Cuckoo Sandbox Version: 2.0.7, VM 

software hosting Operating System to be infected with ransomware in Cuckoo Sandbox environment: Oracle 

Virtual Box 5.2.42. OS. Windows 7 ultimate. The configuration settings were optimized to capture the detailed 

API calls, DLL usage, file operations, network activity, process creation and registry changes features. To 

ensure a secure and isolated environment, we implemented several precautions, including taking VM snapshots, 

disabling network adapters in the virtual machine hosting sandbox environment, and setting the network 

connection to Host-only. After the analysis of the samples in the Cuckoo sandbox, the directories containing 

samples were overwritten such that they were recovered using the sudo find /home/admin123/testsample/test1 

-type f -exec shred -u -n 3 -v {}, and sudo find /home/admin123/testsample/test1 -type d -empty -delete. Then, 

we reverted to the original snapshot. These measures are crucial for the safe handling and analysis of 

ransomware samples. 

         

Figure 2. Cuckoo sandbox system design 
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3.2 Ransomware Raw Sample Collection 

We collected 1,209 samples from the online repository malwares.com. To facilitate the selection process, 

we utilized a Python script that filters ransomware samples based on specific tags. This script leveraged the 

Abuse.ch API, an online repository for online repository malwares.com, to search for and download samples. 

The Python script was designed to automate the search and downloading processes. It includes the functionality 

to handle retries in the case of connection issues, ensuring reliable retrieval of the samples. The script 

parameters include the API key, search query, number of samples to be downloaded, and output directory for 

saving the files. 

               

             Figure 3. Code a snippet for scripts to download samples. 

 

3.3 Data Processing 

3.3.1 Raw Ransomware Sample Processing 

Raw ransomware samples were processed using a series of structured steps to ensure comprehensive data 

collection and analysis. Initially, each sample was verified for integrity and labeled with unique identifiers. To 

avoid the duplication of samples, we considered the SHA256 of the sample as a unique identifier. The collected 

samples were then executed within a Cuckoo Sandbox environment configured to mimic a typical Windows 7 

operating system, capturing detailed behavioral data such as API calls, DLL usage, file operations, network 

activity, process creation and registry changes that were processed following the algorithm in 3.1. 

The sandbox environment recorded these activities in real time, and the data were exported in the JSON 

format for further analysis. These data were stored in a centralized repository. An initial cleaning process was 

applied to remove irrelevant information, focusing on malicious behaviors exhibited by the ransomware. The 

cleaned data were then preprocessed to standardize formats, handle missing values, and normalize features, 

thereby ensuring consistency and accuracy for subsequent analysis and feature extraction. The remainder of 

the stages follow Algorithm 3.1. 
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1. Start 

2. Initialize Libraries: Import necessary libraries (json, os, pandas, scipy, sklearn, seaborn, matplotlib). 

3. Define extract_features Function: 

Open Report: Load JSON report. 

Initialize Features Dictionary. 

4. Extract API Calls: Count the number of API calls.  API Calls =  ∑ 𝐴𝑃𝐼𝑛
𝑖=1 i, where n is the total number of 

API calls. 

5. Extract File Operations: Count the number of file operations (written, read, deleted). File Operations = 

∑ (File Written + File Read + File Deleted)𝑛
𝑖 i, where n is the total number of file operations. 

6. Extract Network Activity: Count the number of network activities (HTTP, DNS, TCP, UDP). Network Activity 

= ∑ (𝐻𝑇𝑇𝑃 +  𝐷𝑁𝑆 +  𝑇𝐶𝑃 +  𝑈𝐷𝑃)𝑛
𝑖=1 i. Where n is the total number of network activities. 

7. Extract Registry Changes: Count the number of registry changes (written, deleted). Registry Changes = 

∑ (Regkey Written + Regkey Deleted)n
i=1 i . Where n is the total number of registry changes. 

8. Extract DLL Usage: Count the number of DLLs loaded. DLL Usage = ∑ 𝐷𝐷𝐿𝑛
𝑖=1 i. Where ( n ) is the total 

number of DLLs loaded. 

9. Extract Process Creation: Count the number of processes created. Process Creation = ∑ 𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑛
𝑖=1 i. Where 

n is the total number of processes created. 

10. Determine Label: Assign label based on malicious behavior score. 

Extract Ransomware Family: Get ransomware family information. 

11. Set Reports Directory: Define the directory containing Cuckoo Sandbox reports.  

12. Initialize Data List: Create an empty list to store extracted features.  

13. Iterate Over Analysis Directories:  

For Each Directory:  

Check Report Existence: Verify if report.json exists. 

Extract Features: Call extract_features function. 

Append Features: Add extracted features to the data list. 

14. Create DataFrame: Convert the data list to a Pandas DataFrame.  

15. Handle Missing Values: Fill missing values with 0. We model this as Xfilled = {
𝑋 𝑖𝑓 𝑋 𝑖𝑠 𝑛𝑜𝑡 𝑚𝑖𝑠𝑠𝑖𝑛𝑔
0       𝑖𝑓 𝑋 𝑖𝑠 𝑚𝑖𝑠𝑠𝑖𝑛𝑔

 

Where X is the original value, and Xfilled is the value after filling missing entries with 0. 

16. Remove Duplicates: Drop duplicate rows. 

17. Remove Outliers: Filter outliers based on z-score. Z-score, 𝑧 =
(𝑋−𝜇)

𝜎
 Where X is the value, 𝜇 is the mean, 

and 𝜎 is the standard deviation. 



74        Construction and Evaluation of Custom Cybersecurity AI Dataset for Ransomware Detection Using Machine Learning 

 

 

18. Standardize Features: Standardize numerical features using StandardScaler. Standardization, 𝑋𝑠𝑡𝑑 =
(𝑋−𝜇)

𝜎
, 

Where X is the original value, 𝜇  is the mean, and 𝜎 is the standard deviation. 

19. End 

3.1 Algorithm for data processing in cuckoo sandbox. 

 

3.3.2 Feature Extraction 

The extracted features were cleaned and pre-processed to ensure consistency and accuracy. In the algorithm 

in 3.1, feature extraction is designed to process JSON reports generated by Cuckoo Sandbox and extract 

various dynamic features relevant to ransomware analysis. It begins by loading the JSON report and initializing 

a dictionary to store extracted features. The algorithm then counts the total number of API calls, file operations 

(including files written, read, and deleted), network activities (such as HTTP, DNS, TCP, and UDP 

connections), registry changes (keys written and deleted), DLLs loaded, and the processes created. These 

counts were aggregated to provide a comprehensive set of features that captured the ransomware behavior. 

The systematic extraction of dynamic features is crucial for understanding ransomware behavior and 

developing effective detection mechanisms. Missing values were handled, and the features were normalized. 

Using Cuckoo Sandbox, we extracted dynamic features such as API calls, DLL usage, file operations, network 

activity, process creation and registry changes features. The Term Frequency-Inverse Document Frequency 

(TF-IDF) was used to quantify the importance of each feature. 

tf-idf(𝑡, 𝑑) = tf(𝑡, 𝑑) × idf(𝑡)                          (1) 
where ft(t, d) is the term frequency of term t  in document  d and idf(t)  is the inverse document frequency of term t 

[31]. 

 

3.3.3 Data Cleaning 

The data were cleaned and pre-processed to remove noise and ensure consistency. This involved several 

steps: handling missing values by filling them with 0, removing duplicate rows to avoid redundancy, filtering 

outliers based on z-scores to maintain data integrity, and standardizing numerical features 

using StandardScaler to ensure uniformity across the dataset, as indicated in Algorithm 3.1. 

 

3.4 Data Labeling 

Samples were automatically labeled as ransomware or benign based on their behavior in the sandbox 

environment. labeling was performed using a rule-based approach, where samples were classified as 

ransomware if their behavior score exceeded a certain threshold. Specifically, the data were labeled as 

ransomware if the Cuckoo Sandbox report indicated a score greater than 0; otherwise, they were labeled as 

benign. This method relies on predefined criteria rather than machine-learning techniques. The tools and scripts 

used for labeling included custom Python scripts that processed the JSON reports generated by Cuckoo 

Sandbox. The labeling process can be represented as a binary classification problem, in which each sample is 

assigned a label based on its behavior score from the Cuckoo Sandbox report.  

Our labeling function L(S) can be defined as L(S) = {
𝟏 𝒊𝒇 𝑺 > 𝟎
𝟎 𝒊𝒇 𝑺 ≤ 𝟎

 

Where L(S) = 1 indicates that the sample is labeled as ransomware, and L(S) = 0 indicates that the sample is labeled as 

benign. 
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3.5 Ransomware Cybersecurity AI Dataset 

The resulting Ransomware Cybersecurity AI Dataset is a comprehensive collection of 1209 ransomware 

samples, capturing detailed behavioral data such as API calls, DLL usage, file operations, network activity, 

process creation and registry changes features. The resulting dataset contains 1209 samples (659 ransomware 

and 363 benign) and seven features stored in csv format. The dataset was carefully labeled and preprocessed 

to ensure consistency and accuracy. 

 

 

Figure 4. Dataset generated from raw ransomware samples in a cuckoo sandbox 

environment. 

 

 In Figure 3, we plot the correlation matrices among our dataset features in a heatmap. This heatmap visualizes 

the correlation coefficients between different features, which helps to understand the relationships among them. 

It can support various cybersecurity applications, including ransomware detection, behavioral analysis, and 

threat intelligence, and is available to the research community under ethical guidelines to promote further 

advancements in the cybersecurity field. 

 

Figure 5. Correlation Matrices Among Dataset Features 

 

3.6 Ransomware Cybersecurity AI Dataset Evaluation through Machine Learning 

To ensure the suitability of our dataset for real-time ransomware detection, we evaluated it using various 
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machine learning algorithms. The evaluation process followed the flowchart described in Section 3.2. 

 

                                  

Figure 6. Ransomware Cybersecurity AI Dataset evaluation framework. 

 

Our dataset evaluation process began by importing the necessary libraries and loading the dataset, which 

consisted of 1209 samples. We performed descriptive statistics to understand the data distribution, focusing 

on key features, such as API calls, DLL usage, file operations, network activity, process creation and registry 

changes features.  After verifying the existence of the selected features and target columns, we proceed to 

split the dataset into training and testing sets to facilitate model evaluation. The dataset was split into 80% for 

training and 20% for testing. We then employ various ML models to analyze the data. The modes included 

Logistic Regression, Random Forest, K-Nearest Neighbors (KNN) and XGBoost. These models help in 

predicting the probability of a sample being ransomware through the following equations. 

 

Logistic Regression classifies samples with: 

P(y=1∣X) = 
𝟏

𝐞−(𝛃𝟎+𝛃𝟏𝐗𝟏+⋯+𝛃𝐩𝐗𝐩)
                      (2) 

where y is the binary outcome (ransomware or not), X is the feature vector and are the coefficients [26]. 

Random Forest classifies samples based on multiple decision trees with the equation: 

𝑦̂ =
1

𝑇
∑ ℎ𝑡(𝑥)

𝑇

𝑡=1
                                   (3) 

 

where T is the number of trees, ht is the prediction of the tth tree, and x is the feature vector. 

 

K-Nearest Neighbors (KNN) classifies samples based on the similarity to their k-nearest neighbors using: 

                                  𝒚̂ =
𝟏

𝒌
∑ 𝒚𝒊

𝒌
𝒊=𝟏                                        (4) 

where k is the number of nearest neighbors and yi are the labels of the nearest neighbors [27].  
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XGBoost efficiently classifies samples with 

𝒚̂ = ∑ 𝜶𝒎𝒉𝒎(𝒙)
𝑴

𝒎=𝟏
                                 (5) 

 

where M is the number of trees, 𝛼𝑚 are the weights, and ℎ𝑚 are the predictions of the trees [28].  

 

The models help predict the likelihood of a sample being ransomware based on the extracted features. After 

training the models, we make predictions on the test set and evaluate their performance using metrics such as 

accuracy, precision, recall, and F1-score. This comprehensive evaluation ensures that our models generalize 

well to unseen data and are effective in detecting ransomware in real-time scenarios. Feature engineering is 

crucial, utilizing API calls, DLL usage, file operations, network activity, process creation and registry changes 

for model training, with hyperparameter tuning optimizing performance. Finally, we evaluate the models using 

metrics such as Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
, Precision = 

𝑇𝑃

𝑇𝑃+𝐹𝑃
, Recall = 

𝑇𝑃

𝑇𝑃+𝐹𝑁
, and F1-score = 2 x  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑥𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
, 

[29],[30] ensuring a comprehensive assessment of our ransomware detection capabilities. TP is the number of true 

positives, TN is the number of true negatives, FP is the number of false positives, and FN is the number of false negatives. 

Relevant charts and plots, such as feature importance graphs, ROC curves, confusion matrices, heat maps, and Precision-

Recall Curves, are used to visualize the performance and significance of each model, providing deeper insights into the 

detection process. 

 

4. Results and Analysis 

The table compares the performance metrics of various machine learning models used for ransomware 

detection, including Logistic Regression, Random Forest, K-Nearest Neighbors (KNN) and XGBoost. The 

achieved F1 score of 83%, precision of 81%, recall of 84%, and accuracy of 82%, align well with recent 

research findings in machine learning model evaluation. For example, literature review by Albshaier et al. [8] 

reports F1 scores ranging from 0.75 to 0.85, indicating that our model performs within the upper range of these 

values. Similarly, Alraizza and Algarni [11] discuss models achieving precision and recall values typically 

between 0.75 and 0.90, which matches our achieved precision and recall metrics. Additionally, the survey by 

Alraizza and Algarni [11] on machine learning techniques for ransomware detection highlights that advanced 

models can achieve F1 scores above 0.80, further validating our results. Lastly, the review by Albshaier et al. 

[8] provides a broad range of performance metrics for various detection mechanisms, with F1 scores generally 

between 0.70 and 0.85, placing our model at the higher end of this spectrum. These comparisons demonstrate 

that our dataset and machine models perform well in the context of existing research. 

Table 1. Machine Learning performance evaluation in ransomware detection (percentages are 

rounded up to nearest whole numbers) 

Model Accuracy 

(%) 

Precision (%) Recall (%) F1 score (%) 

Logistic Regression 82 81 84 83 

Random Forest 83 81 84 83 

K-Nearest Neighbors (KNN) 82 76 93 83 

XGB 83 81 85 83 
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Figure 7 shows the performance of each machine learning algorithm as a graph in detection ransomware. 

As can be seen, all the four machine learning algorithms generally performed well on our dataset in all the 

four metrics. KNN lowest performance precision. 

 

Figure 7. Machine Learning algorithms performance in ransomware detection 

Feature Performance 

A plot of feature importance indicates that Network work activities contributed the highest in dynamic feature 

analysis followed by API calls and Process Creation. 

 

Figure 8. A plot of feature performance 
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ROC curves 

 

Figure 9. ROC curves of the models 

 

 

Figure 10. Confusion matrices of the models 
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5. Conclusion and Future Research 

In conclusion, we successfully constructed a comprehensive cybersecurity AI dataset and evaluated it using 

machine learning models. The results of the ML performance evaluation metrics that were obtained are 

evidence of the effectiveness of our setup in detecting and mitigating ransomware. Moreover, our research 

emphasized the importance of dynamic analysis features and diverse custom cybersecurity AI datasets towards 

enhancing ransomware detection accuracy. In future we intend to explore the use of additional features, such 

as memory usage and evaluate them using deep leaning models. 
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