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IMPROVING REGRESSION ANALYSIS WITH BOX-COX

TRANSFORMATION IN A BAYESIAN FRAMEWORK
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Abstract. Prediction and forecasting of the Big data is an emerging trans-
formation to build a best linear Model. Regression analysis is widely used

for forecasting time series datasets, but non-significant parameters can lead

to unreliable predictions. To improve models, the Bayesian technique is
used, incorporating prior knowledge, and investigating their superiority.

This powerful statistical methodology is essential for accurate crop yield

forecasting. The present article proposes to predict and forecast the rice
crop production in India using Bayesian linear regression methodology,

and the results were compared with simple linear regression. A Box-Cox

transformation was also included in the procedure to increase forecast ac-
curacy. The method is obviously perfect for predicting future values. In

addition, To evaluate model accuracy, we used squared R, MSE, RMSE,
MAE, MAPE, and Theil’s U. After applying the Box-Cox transformation,

the findings of the result analysis are more accurate and easier to pre-

dict. Finally, Comparing simple Linear regression and Bayesian regression
models, it was found that the Bayesian framework yielded superior results

compared to classical approaches.
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1. Introduction

Machine learning faces challenges in creating effective prediction and forecast-
ing models for big data analytic, particularly in agricultural data analysis where
explanatory variables are currently unavailable. This necessitates the identi-
fication of these variables to accurately predict study variables for forecasting
models.
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Traditional statistical methods for predicting rice yield have limitations due
to their reliance on influential parameters like cultivation area and production.
Advanced machine learning techniques overcome these limitations by analyz-
ing data through different dimensions and identifying diverse patterns. These
algorithms can train models better for nonlinear data patterns and reduce fore-
caster assumptions and bias. Machine learning techniques are crucial in dealing
with complex situations and making informed decisions for farmers and decision-
makers, making them a valuable tool in predicting rice yield.

The Box-Cox transformation is a crucial technique in linear regression, used
when model assumptions are violated. However, previous methods and algo-
rithms are primarily developed for small or moderate data, which are not suit-
able for big data due to memory and storage capacity barriers. Zhang and
Yang [1] propose a method for applying Box-Cox transformation to large data
sets, avoiding computer storage before calculations. They also suggest updating
the required quantities for least squares regression sequentially. And also, they
propose new methods and algorithms that construct and compute a set of sum-
mary statistics, known as the Box-Cox information array. The computation of
this array is the only issue to consider in data reading, and the optimal power
transformation and model parameter estimates can be quickly computed. This
is expected to significantly impact the development of statistical methods and
algorithms for big data.

Gulzar et al. (2023) [2] has discussed about Bayesian analysis relies on the
prior distribution, which represents assumed or known information about a pa-
rameter. The choice of prior is crucial, as it affects the reliability of the posterior
distribution. Proper priors do not depend on data and have an integral or sum-
mation equal to 1, while improper priors do not depend on data and do not
integrate or sum to 1.

One of the effective methods for predicting crop yields using agro-metrology is
multiple regression analysis [3]. In the majority of cases, the conventional regres-
sion model provides a highly accurate estimation of parameter values. However,
it is worth noting that there are situations where the parameters of the model
may lack statistical significance [4] and Zhang and Yang [1] propose a method
for applying Box-Cox transformation to large data sets. So, it gives a scope for
additional improvement of regression parameter estimations.

Hence,Using the Box-Cox transformed Bayesian regression approach, we can
effectively model and analyze data by addressing issues such as heteroscedas-
ticity and non-normality. This method allows for more flexibility in handling
different types of data distributions and can provide more accurate parameter
estimates compared to traditional regression methods. By incorporating the
Box-Cox transformation within a Bayesian framework, we can improve the over-
all performance and reliability of our regression models.
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2. Literature Survey

Many Researchers have developed traditional and advanced regression models
for predicting crop yield in India, including multiple linear regression, kernel
ridge, lasso, and elastic net regression models, considering parameters like state,
district, season, area, and year.

Yield estimating plays a significant part in agricultural planning and man-
aging, national food supply, international food trade, ecology sustainability dis-
cussed [5]. Verma [6] worked on wheat, sugarcane, cotton, and mustard crops
for operative yield forecasting purpose under Crop Area Production Estimation
(CAPE) project. Mishra [7] discussed the constancy in production performance
and forecasted agricultural production in India using ARIMA model. Regres-
sion Analysis is a multivariate method used to analyze the ecological factors as
explanatory variables and their exaction on crop yield to obtain a decision [8].
Shakila [9] has studied for forecasting of wheat production by using various kind
of regression models. For Policymakers to ensure food and nutrition security
and forecasting the agricultural production performances of the major crops is
important. Hence, they need to be aware of potential production scenarios for
the primary crops, according to Mishra’s research [7].

Applying an automatic data cleansing methodology suggested [10], and using
that in ARIMA model, Choudhury [11] investigated how to predict the pro-
duction of rice in the states that produce most of the crop. For forecasting
vegetable production in the state of Haryana, Kumari [12] used univariate fore-
casting models are moving average, simple exponential smoothing, random walk,
random walk with drift, and ARIMA models. Sathis [13] studied about the hor-
ticultures growth in India Contributed around 33% to agriculture with valid
significance of the growth of India economy. They applied ANN architecture for
forecasting.

A linear regression model or a non-Bayesian regression model alone typically
tends to overfit the data. Bayesian Linear Regression, which incorporates ”Pre-
dictive Distribution,” aids in solving the issue [14]. The Bayesian technique is a
subjective method for estimating the linear model’s unknown parameters, and
this method yields a more accurate estimate of the parameters [15]. The benefit
of Bayesian regression estimation can be linked to the fact that one can employ
presumed knowledge about the current state of ”beliefs” or include a prior distri-
bution to increase the predicted value’s accuracy and efficiency. To solve a broad
range of issues, the Bayesian regression method can be used using a variety of
analytical and numerical techniques [16].and compared the Bayesian regression
model to the traditional regression model and concluded to the proper conclusion
that the Bayesian model produced better results than the conventional model.
Khadar Babu [18] has studied about Growth of the Rice Crop Using Various
Smoothing Techniques.

The Generalized Linear Model (GLM) can be successfully improved using
the Bayesian approach, and this improvement depends on the prior distribution
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selected [19]. Bunn [15] suggested that the Bayesian methodology is recom-
mended as a potential tool for combining forecasts. Bayesian regression also
represents a unique method of approaching various statistical findings. Instead
of the point estimate, we get a range of inferential solutions using the Bayesian
framework [20]. The Bayesian regression analysis is that all model parameters
are essentially random. To improve forecast values, we can add prior knowledge
to the estimated value of the parameters. Comparing Bayesian statistics to clas-
sical frequentist statistics, which treats all parameters as constant and illogical
amounts, the principle of probability forms the foundation of Bayesian regression
analysis. Gandhi [21] describe the use of Bayesian Networks to forecast paddy
crop yield in Maharashtra, India.

Various transformation techniques have been employed to meet the Gaussian
distribution requirements of the datasets [22]. Power transform methods include
log transformation, reciprocal transformation, square-root transformation, arc-
sine transformation, inverse transformation, and Box-Cox transformation (BCT)
[23]. The Box-Cox transformation has been extensively studied and applied in
numerous data processing contexts. Research fields such as statistics, economics,
econometrics, system dynamics modelling, prediction, medicine and time series
forecasting encompass a wide range of academic disciplines [24]. Peng [25] used
the Box-Cox transformation in a study to evaluate increased comfort in outside
urban public places.He et.al [26] has suggested two Box-Cox transformations the
quantile regression techniques to predict how Anhui province in China will use
energy in the future and [27] used the Box-Cox transformation to examine soil
cores contaminated with certain elements. Atkinson [28] has discussed the Box-
Cox transformation and its extensions and given research motivations to extend
to Bayesian regression.

Simple Linear Regression Model (SLRM) and Bayesian Linear Regression
model (BLRM) were used for prediction and forecasting of rice crop produc-
tion in India. The main Objective of the present research paper is to apply
Bayesian Linear Regression approach for prediction and forecasting using box-
cox transformation methodology for efficient model building on rice crop pro-
duction dataset. After model building the efficient model validation indices are
Compared to the Basic Simple Linear Regression Model. For data Transforma-
tion applied Box Cox methodology for better statistical forecasting.

In the present study Coefficient of determination (R2), Mean Squared Error
(MSE), Root Mean Squared Error (RMSE), Mean Absolute Percentage Error
(MAPE), and Theil’s U Statistic are adopted for model validation. The results
revealed that BLRM with SLRM fitted rice crop production. This will be helpful
to the farmer of state and Central Government for estimating the rice crop
production with possible resources. We use the Bayesian Linear Regression
approach to forecast agricultural yields accurately. Since we were unable to
identify any comparable research, we believe that this method will add to the
knowledge base regarding agricultural yield forecasting models. We discussed
the methodology, illustration, results, and conclusions in the follow sections.
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3. Materials and methods

3.1. Data sources. The Directorate of Economics and Statistics, Ministry of
Agriculture, India, provided data on rice yields for the years 1950–2019. The
study used metrics including Area Under Cultivation (Million/Hectares), Pro-
duction (Million/Tons), and Yield (Kg/Hectare) to analyze the information from
all of India. The analysis was carried out to develop and compare with Bayesian
Linear Regression with Simple Linear Regression to find the best-fit model.

Figure 1. Estimates of Area and Production of Rice.

3.2. Methodology.

3.2.1. Simple Linear Regression Model (SLRM). Regression analysis is
an essential statistical tool for studying, modelling, and figuring out how the
variables relate to one another. There are three parts to the regression model.
These are the unknown coefficients, independent variables, and dependent vari-
ables. The terms response, outcome, and regressed variables all refer to depen-
dent variables. Predictors and regressors are additional names for independent
variables. One dependent variable, one independent variables, and one or more
unknown regression coefficients make up the regression model. Y is a function
of X and can be used to represent a simple linear regression mode as,

Yi = τ + ωXi + ϵi (1)

When τ is an intercept, ω is a slope, and ϵ is individual error when monitoring
the real-world data that does not fit perfectly to a straight line. Our focus is
on unknown parameters. An unbiased and effective estimation of the model’s
unknown parameters is required. We try to estimate the model’s unknown pa-
rameters so that the sum of squared of residuals is as small as possible.
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3.2.2. Bayesian Linear Regression Model (BLRM). It is also a curve fit-
ting technique that solely employs the linear regression principle, it uses Bayesian
inference to carry out the statistical analysis. Regression works by using the best
fit line to predict the values. This approach does not tell us how much our model
is certain to predict an output. When we say certain, that means what is the
probability of correctness, what we have as predicted as output. To overcome
this problem, the concept of Bayesian regression comes into picture.

In Bayesian approach we involve prior knowledge to determine outcome. Prior
knowledge makes it possible to incrementally improve the estimate results in new
observation or evidence and at last not the least it adds ability into the model
to express uncertainty during the time of model prediction.

One of the major Challenges in machine learning is to prevent the model
from over fitting specially when we have small dataset, the model will only
learn the specific configuration of the given data that does not generalize to the
unseen data. However, if we have beliefs that were gained through experience,
those could be used to generalize our model in the absence of a sufficiently large
datasets. Therefore, with Bayesian Learning, we can use such prior knowledge
or belief to provide additional information to the model.

3.2.3. Box-Cox Transformations. Box-Cox Transformation is a transfor-
mation technique specifically used when there is a ”Non-Normality of Error”
present in the response variable. It also fixes problems like non-linearity, and
heteroscedasticity.

Step 1: Consider the following equation. δλ = τx+ ϵ
Step 2: The parameter lambda is estimated using a Maximum Likelihood
Estimation (MLE) function.
Step 3: Then re-estimate the model with the correct lambda, so model
assumptions should be improved.
Step 5: Lambda’s value ranges from (-5,+5)
Step 6: If the estimated lambda value is close to one, our relationship is
just the norm.

δλ = f(x) =

{
δλ−1

λ , if λ ̸= 0

logδ, λ = 0

And if 0 the transformation is going to be

log δ = xτ + ϵ

Reverse Box-Cox
{
[(ρ ∗ λ) + 1]

1
λ

}
Where ρ = Y values, λ = Calculate lambda values using MLE.

3.3. Model optimization Indices. The predicted accuracy was assessed.
There are three metrics for a model fit that are most frequently used are R-
squared, RMSE, and MAE.
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a. Coefficient of determination (R2)
The coefficient of determination (R2), which ranges from 0 to 1, expresses how
well a statistical model forecasts a result. The (R2) may be seen as the percent-
age of variance in the dependent variable that the statistical model forecasts.

b. Root mean squared error (RMSE)
The deviation of the residuals is measured by the Root Mean Square Error
(RMSE) (prediction errors). The distance between the data points and the
regression line is measured by residuals, and the spread of these residuals is
measured by RMSE.

RMSE =

√∑n
i=1(Predictedi −Actuali)2

n

c. Mean absolute error (MAE)
The average of all absolute errors is known as the Mean Absolute Error (MAE).

MAE =

∑n
i=1 |Predictedi −Actuali|

n

d. Mean absolute percentage error (MAPE)
To determine the mean absolute percentage error (MAPE), the absolute error for
each period is subtracted from predicted values then as follows the procedures.

MAPE =
100%

n

n∑
i=1

∣∣∣∣Predictedi −Actuali
Actuali

∣∣∣∣
e. Theils U statistics

Theil’s U statistic is a measure of relative accuracy that contrasts the outcomes
of forecasting with incomplete historical data with the outcomes of forecasting.
Additionally, it squares the deviations to accentuate and give more weight to
significant errors, which can help in the elimination of approaches that have
large errors.

Theil − U =

√√√√√√
∑n−1

t=1

(
Ŷt+1−Yt

Yt

)2

∑n−1
t=1

(
Yt+1−Yt

Yt

)2

Where Yt is the observed values at time t, Ŷt is forecasted value at time t and n
is the total number of data.

4. Results and discussion

4.1. Overview of Rice Parameter Statistics. The Rice yield data were
applied to each of the Simple Linear regression and Bayesian Linear Regression
to evaluate their relationship, and the efficacy of each model was assessed using
MSE and R2. In Figure 1 shows All India rice production and Area. The annual
paddy yield for each agricultural term from 1950 to 2019 expanding the overall
figures of main statistical indicators are used to analyzed.



1300 Victor Anthonysamy, Khadar Babu SK

Figure 2. Flow Diagram for Methodology.

The flowchart (Figure 2) describes the methodology of the current study. It
addresses the simple procedures for applying the Box-Cox transformation to the
SLRM and BLRM. In Figure 3 shows the Pearson correlation coefficient matrix
which is the correlation between all characteristics of the dataset. In our dataset,
we have three characteristics i.e., Area, production, and yield. According to the
matrix, the correlation between the production and yield is equal to 1, which
is very highly positively correlated that is because the yield is the production
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Figure 3. The correlation Between the Area, Production and
Yield

upon Area. The correlation between the area and production is 0.9, which shows
that the relationship between the exploratory and response variables is highly
positively correlated.

Figure 4. Simple regression Model line of before and after
Transformed data.

Figure 4 shows the best fit line of the model before and after box-Cox Trans-
formation. Figure 5 and Figure 6 shows that graph compares the model opti-
mization indices of SLRM and BLRM before and after transformation.

4.2. Bayesian Linear Regression procedure. First, the response variable
”Y” was transformed. The outcome is not very satisfying. Then explanatory
variable ”X” was transformed as well. The outcome is now fair and satisfactory.
Bayesian Linear Regression as involving following steps

Step 1: From the prior and likelihood function, determine the joint
posterior.
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Figure 5. Result analysis Linear Regression and Bayesian
Analysis Before Transformation of the data.

Figure 6. Result analysis Linear Regression and Bayesian
Analysis Before Transformation of the data.

Steps 2: Find the Marginal Posterior distribution using the join poste-
rior.
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Steps 3: For the provided variable, determine the condition probability
of the unknown parameter.
Steps 4: Determine the posterior distribution’s mean. The posterior

distribution’s mean is thus unbiased For the unknown parameter β̂.
Steps 5: In the posterior predictive distribution, change the values of X
and Y to make a prediction. and the complete calculation procedures
are given in the flow chart.

Table 1. Result of Models using Evaluating Criteria

Before using Box-Cox After using Box-Cox
Measures SLRM BLRM SLRM BLRM

R2 0.8032 0.8180 0.8554 0.9154
MSE 24.3173 24.3239 0.4222 0.3823
RMSE 12.0962 11.90657 0.6498 0.5963
MAE 10.7563 10.6033 0.6077 0.5116
MAPE 12.456 12.6838 2.3487 1.0777
Theils U 0.763 0.762 0.3260 0.3260

Figure 7. Forecasted values of BLRM and SLRM after the
Box-Cox Transformation models of rice crop .

R2, MAPE, and Theil’s U are compared from Table.1 as done for the research.
The discrepancy between SLRM and BLRM was not all that noticeable before
the Box-Cox Transformation. Therefore, the dataset requires Transformation.
Using a Box-Cox transformation to make forecasts from a dataset slight adjust-
ment were made to the SLRM and BLRM after the Box-Cox transformation
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so that more accurate results could be drawn. We found that after Box-Cox,
the MAPE of the SLRM and BLRM significantly decreased from 10%− 15% to
5% − 6%. When compared to R2 in both scenarios, there was an increase in it
to 91% of the total values.

In Figure 7 show that the Forecasted values of BLRM and SLRM after the
Box-Cox Transformation models of rice crop.

5. Conclusions

The goal of the current study was to develop, forecast, and predict produc-
tion (million/tons) of the rice crop from 1950 to 2019 using SLRM and BLRM.
However, we noticed that the dataset had normality of error, so we chose to
transform the data using the Box-Cox methodology and evaluate the model’s
performance. Mainly focus on SLRM and BLRM for better prediction when
predicting the production before and after using the Box-Cox Transformation.
we discover that the model following the Box-Cox transformation produces su-
perior outcomes than the model used initially. Overall, our findings suggest that
incorporating the Box-Cox transformation can significantly improve the predic-
tive performance of the models and enhance their overall accuracy.

Conflicts of interest : The authors confirm that there is no conflict of
interest to declare for this publication.

Data availability : All data generated and analyzed availed from The Di-
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