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Abstract 
Border Gateway Protocol (BGP) is a critical component of the 
Internet's infrastructure, responsible for inter-domain routing. It 
enables Internet Service Providers (ISPs) to manage the flow of 
data across the global network by announcing address prefixes and 
implementing routing policies. Despite its importance, BGP faces 
several challenges, including configuration errors and security 
vulnerabilities. This creates a regional or global internet service 
interruption. Nevertheless, the ability to detect abnormal messages 
transmitted via BGP enables the timely detection of such attacks. 
Machine learning (ML) has recently grown crucial in improving 
the effectiveness, efficiency, and scalability of BGP anomaly 
detection systems. This study evaluates the ML models for 
detection and identifying BGP anomalies. We applied a statistical 
analysis to the 24 BGP features extracted from a realistic network 
topology based on simulation. Three feature sets were categorized 
based on their significance in classifying anomalies and their 
potential for predicting cyberattacks. A comprehensive assessment 
of the performance of eight ML algorithms in detecting BGP 
anomalies utilizing multiple features and dataset structures has 
been conducted. The assessment findings revealed that the ML 
models exhibit consistent results with the tested dataset that 
containing a number of significant features data in terms of 
performance metrics and demonstrated that the combined dataset 
structure produced better results than the individual datasets. To 
enhance the BGP anomaly detection model and get the best results, 
we proposed a hybrid SGD-RF ML model, which achieved the 
highest accuracy by 99.3%, as well as improvement with an AUC 
value of 0.993 and other performance metrics as compared to the 
individual models. 
Keywords: 
Border Gateway Protocol (BGP), machine learning algorithms, 
Anomaly detection, cyberattacks, feature sets.  

 
1. Introduction 
 

Border Gateway Protocol (BGP) is an exterior 
gateway protocol designed to exchange reachability 
and routing information across Internet routers over 
the global network backbone [1]. BGP operates by 
managing a routing information table to identify the 
optimal path for delivering data from the source to the 
destination. With the rapid growth of Internet traffic, 
BGP has become a critical component of network 

infrastructure management. Due to its reliance on trust 
between Autonomous Systems (ASs), BGP is 
inherently vulnerable to various security threats that 
can compromise the safety and stability of the Internet. 
These vulnerabilities can lead to network attacks, 
including hijacking, denial of service (DoS), and 
network outages, compromising network efficiency 
and performance [2]. Therefore, early detection and 
mitigation of network anomalies are essential for 
maintaining Internet stability and security. Various 
methodologies have been proposed for detecting 
network anomalies, including statistical methods, data 
mining techniques, hegemony analysis and machine 
learning approaches [3-7]. 

Anomaly detection points to the challenge of 
detecting trends in data that deviate from expected 
behaviors. In various implementation domains, these 
non-conforming patterns are classified as deviations 
and outliers [8]. Machine learning (ML), with its 
inherent ability to learn patterns and make predictions, 
has emerged as a promising approach for BGP 
anomaly detection [9]. Recent BGP anomaly detection 
systems employ ML techniques to mine network data. 
ML detects anomalies by representing them as a set of 
features that are selected based on predicted system 
behavior [10]. The features selection process is used 
to decrease the dimensionality of a design matrix. This 
reduces computational complexity and memory 
utilization. Feature selection also helps prevent 
overfitting by reducing duplicated data, enhancing 
modeling accuracy, and decreasing training time [11]. 
The ML model is expected to properly categorize 
additional events if they exhibit similar behavior 
during the training phase. However, the BGP 
network's dynamic and complex structure poses a 
challenge for a single technique and classifier to detect 
anomalies reliably and effectively [12].  

In this paper, we evaluated the performance of ML 
algorithms for detecting BGP anomalies using our 
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simulation datasets for realistic BGP network 
topology. It identified 22 significant features through 
statistical analysis at three different levels of 
significance. We employed eight individual ML 
algorithms and assessed the performance based on 
accuracy, recall, precision, F1-score and ROC-AUC 
(receiver operating characteristic’s area under curve) 
metrics. The algorithms implemented are Support 
Vector Machine (SVM), Logistic Regression (LR), 
Naïve-Bayes (NB), Decision Trees (DT), Quadratic 
Discriminant Analysis (QDA), k-nearest Neighbors 
(KNN), Random Forests (RF), and Stochastic 
Gradient Descent (SGD). 

In addition to the individual evaluation of the 
algorithms, a hybrid approach has been developed to 
enhance the performance metrics by combining two 
classification algorithms, which are the SGD and RF. 
Hybrid ML approaches have proven to be useful in 
many situations, especially when dealing with 
complicated and unexpected data [13]. A hybrid ML 
model clusters the predictions of many separate 
classifiers to make a final prediction. Multiple 
methods may be used to combine the results of 
individual classifiers, such as voting, averaging, and 
weighting [14]. The voting method aggregates 
predictions from multiple classifiers, selecting the 
most common prediction as the final output. The 
averaging method produces a final prediction based on 
predictions from different models. Meanwhile, 
weighting assigns different weights to classifiers 
based on their performance for the final prediction. 
The proposed hybrid model adopted the voting 
method, which is effective in scenarios where 
classifiers have similar performance levels, as seen in 
network security applications.  

The objective of this work is to enhance the 
development of sophisticated BGP anomaly detection 
systems through a comprehensive evaluation of ML 
algorithms and advancing a hybrid model. The 
primary contribution of our research is to select the 
best classifiers from the most popular models that 
accomplish high performance for BGP anomaly 
detection. By clustering the advantages of a hybrid 
model, the highest detection accuracies were achieved. 

The outcomes of this research highlight the 
importance of selecting significant BGP features that 
reflect insights into the logical and physical BGP 
networks topology for developing effective detection 
models applicable in real-world networks. The data 
sets utilized in our work were created by extracting 

and selecting the most significant features under the 
BGP cyber-attack scenarios based on simulations of 
the actual network topology for the IRAQI Internet 
Gateways (IGW). This paper presents a comparative 
analysis and assessment of classification ML 
algorithms, highlighting the best performance models 
for BGP detecting anomalies. The importance of 
utilizing ML lies in improving the accuracy of BGP 
anomaly detection systems and relying less on human 
expertise in identifying unexpected traffic patterns, 
(i.e. automation). Consequently, the BGP 
infrastructure cybersecurity and data protection can 
evolve into proactive rather than reactive approaches. 

 
The rest of the paper is organized as follows. 

Section 2 presents the related work and background, 
followed by the methodology in Section 3. The 
experimental results and discussions are presented in 
Section 4. Finally, Section 5 concludes the paper. 
  
 
2. Background and Related Work 
 
The exponential growth of internet traffic and the 
increasing complexity of network infrastructures have 
led to the vulnerability of BGP routing systems to 
performance degradation, security breaches, and 
malicious attacks. BGP plays a crucial role in 
facilitating communication between autonomous 
systems in the internet, making it a prime target for 
various security threats. BGP anomalies, such as 
hijacks, route leaks, and DOS, can disrupt normal 
traffic patterns and pose significant security risks. 
ML-based approaches have shown great potential in 
effectively detecting BGP anomalies, enabling timely 
response and mitigation [15]. 
 

The adoption of ML-based anomaly detection in 
BGP routing offers several advantages for network 
security enhancement. First, ML models can adapt to 
changing network conditions and identify new types 
of anomalies, providing proactive protection against 
emerging threats. Second, ML approaches can reduce 
false positives and negatives, improving the accuracy 
of anomaly detection and reducing the burden on 
network administrators. Third, ML systems can 
continuously learn and update their knowledge, 
ensuring the detection models remain effective over 
time [16]. 
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Table 1. A summary of BGP anomalies detection based on 
various machine learning techniques. 

Author-Year Type of anomaly ML algorithm 

Hoarau et al. 
2022 [9] 

Forged AS path LSTM-RNN 

Verma et al. 
2023[12] 

Indirect anomaly KNN, NB, and ELM 

Sanchez et al. 
2019 [18] 

RTL 
NB, DT, SVM, RF & 

MLP 

Bhatnagar et al. 
2019 [21] 

Indirect, hardware 
failures, prefix 

hijacking 

DT, RF, AdaBoost & 
Gradient Boosting 

Kalra et al. 
2021[22] 

Direct unintended 
anomaly, system 

SVM & MLP 

Thales et al. 2021 
[23] 

Indirect, direct or 
link failure of BGP 

anomalies 
LSTM 

Al-Rousan & 
Trajkovi´c 2012 

[24] 
Indirect anomaly SVM & HMMs 

Lutu et al. 2014 
[25] 

Direct unintended 
anomaly 

Winnowing 

Allahdadi et al. 
2017 [26] 

DDoS attacks, 
power outage 

SVM 

Cheng et al. 2018 
[27] 

DDoS attacks 
Multi-scale, LSTM, 

SVM, NB, AdaBoost 

Dai et al.  2019 
[28] 

DDoS attacks SVM 

Cosovic et al.  
2017 [28] 

RTL, DDoS attacks, 
power outage 

ANN 

Li et al. 2020 [29] 
DDoS attacks, 

WannaCrypt, power 
outage 

LSTM 

Hoarau et al. 
2021 [30] 

Google leak RNN 

Park et al. 
2023 [31] 

Indirect Anomaly 
AE, One-class SVM, RF, 

CNN-LSTM 

 
Table 1 presents a summary of the research 

articles identified in the related works. The utilized 
ML algorithms include Decision Tree (DT), Support 
Vector Machine (SVM), K-Nearest Neighbors (KNN), 
Random Forest (RF), Extreme Learning Machine 
(ELM), AdaBoost, Gradient Boosting, Naive Bayes 
(NB), Multi-Layer Perception (MLP), Long Short-
Term Memory (LSTM), Artificial Neural Network 
(ANN), Convolutional Neural Network (CNN) 
Recurrent Neural Network (RNN), Hidden Markov 
Models (HMM), Autoencoder (AE) and Winnowing. 
 
 
 

3. Methodology 

The BGP serves as the backbone for routing 
information exchange across the internet. However, 
anomalies within BGP routing, stemming from 
misconfigurations, hardware failures, or malicious 
activities like DOS, outage and route hijacking, pose 
significant threats to network stability, security, and 
reliability [26]. Given the critical importance of BGP 
routing, there is a pressing need to develop effective 
anomaly detection mechanisms to identify deviations 
from expected routing behaviors [25]. This study 
offers a comparative analysis and assessment of 
classification ML algorithms for BGP detecting 
anomalies.  BGP anomalies are detected by employing 
binary classification techniques and distinguishing 
between normal and abnormal classes. Based on the 
performance evaluation of eight ML algorithms, we 
proposed an effective and accurate hybrid model 
clustered the strengths of two tested algorithms, 
capable of promptly detecting anomaly BGP 
behaviors and mitigating potential network 
disruptions produced by cyber-attacks.  

Our research process is segmented into six 
primary stages, as seen in Figure 1. Stage 1 involved 
BGP data collection, which consists of extracting and 
verifying 24 BGP features, and visualizing features 
most affected under various cyber-attack scenarios. In 
Stage 2, own datasets were created based on extracted 
BGP features [38]. During Stage 3, data preprocessing 
on the 24 feature datasets was conducted, and 
statistical analysis using the ANOVA test and p-value 
to determine significant features was performed in 
Stage 4. In Stage 5, eight ML algorithms were 
evaluated based on performance metrics such as 
accuracy, recall, precision, and F1-score. Finally, in 
stage six, further assessments were performed and a 
hybrid model combining two algorithms, SGD and RF 
was proposed. The proposed hybrid ML model 
improved the detection accuracy and other 
performance metrics. Therefore, this model has 
proven to be very effective in detecting anomalies in 
the BGP network. 
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Fig. 1. Research process stages 

  
 

3.1 Feature Selection 
The BGP traffic behavior is grounded on realistic 

network data and extensive network testing conducted 
through simulation rather than depending on historical 
BGP security incidents and a publicly available data 
set. BGP traffic is analyzed in the context of three 
BGP cyberattack scenarios: hijacking, DOS, and 
outages.  BGP features were extracted from the 
simulator's BGP database using PostgreSQL scripts to 
extract 14 features from the BGP AS-PATH attribute 
and ten (10) features from the number of BGP 
UPDATE messages (volume), and then 24 datasets 
were created accordingly. To assess the significance 
of features in a binary classification context and 
predict a binary outcome (Normal, Anomaly) based on 
extracted features, ANOVA statistical analysis is 
adopted to generate the F-Statistic and the p-values 
and identify the most impactful features by the cyber-
attacks. 
 

Based on the findings of statistical analysis p-
value (p=0.005), it has been observed that six (6) of 
the BGP features are most significant by BGP cyber-
attack effect with (F≥90), known henceforth as 
features Set A, as shown in Table 2.  Next, nine (9) 
features with moderate significance (30< F<90) were 
clustered as feature Set B, as shown in Table 3. Finally, 
seven (7) features Set C with (F≤30), with the least 
significance were clustered in Table 4. Note that two 
(2) of the 24 extracted features are unaffected by 
cyber-attacks, with (p>0.005), and thus removed from 
further analysis. 
 

 
Table 2. BGP's most significant features (Set A) 

Feature 1 Average/ Maximum edit distance 
Feature 2 Prefix origin change 
Feature 3 Number of ORIGIN changes 

Feature 4 
Number of implicit withdrawals with same/different 
path 

Feature 5 Maximum unique AS path length 
Feature 6 Number of rare ASs 

 
 

Table 3. BGP’s moderate significant features (Set B) 
Feature 1 Number of plain new announcements 

Feature 2 
Number of new paths announced after withdrawing 
an old path 

Feature 3 Maximum/average announcements per AS 
Feature 4 Announcements to longer paths 
Feature 5 Number of announcements/withdrawals 
Feature 6 Maximum/average announcements per prefix 
Feature 7 Number of IGP/EGP/ INCOMPLETE messages 
Feature 8 Number of announced prefixes 
Feature 9 Average number of rare ASs 

 
 

Table 4. BGP’s least significant features (Set C) 
Feature 1 Maximum number of rare ASs 
Feature 2 Announcements to Shorter paths 
Feature 3 Average AS Path Length 
Feature 4 Average unique AS path length 
Feature 5 Number of    new-path announcements 
Feature 6 AS-Path changes according to geographic location 
Feature 7 Maximum AS Path Length 

 
 
3.2 Dataset Modelling 

The dataset modelling of this study builds on the 
statistical analysis outcome of 22 data sets classified 
into three main sets (A, B, C). Furthermore, by 
combining two of the main datasets, three more 
combinations of feature sets and an additional fourth 
set containing all three main feature sets were created, 
as shown in Table 5. Thus, seven (7) datasets is 
generated to be tested with the selected ML models. 
 
Table 5. Summary of BGP feature combinations for simulation 

Seq. Combining sets No. of significant features 
1 Set (A) + (B) 15 
2 Set (A) + (C) 13 
3 Set (B) + (C) 16 
4 Set (A) + (B) + (C) 22 
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Fig. 2. Data processing and modeling 

 

The goal of utilizing multi-feature sets to produce 
the datasets is to expand the input space of ML models, 
enabling them to learn more effectively from the data 
and produce accurate predictions. Figure 2 illustrates 
the data processing and modeling steps to provide a 
better understanding of the model's performance. 
 
3.3 ML Binary classification algorithms 
An evaluation was conducted to assess the 
effectiveness of eight ML techniques in detecting BGP 
anomaly behaviors and identifying potential cyber-
attacks such as Hijacking, DOS, and Outage. The 
study focuses on binary classification and utilizes 
datasets containing the most important BGP features.  
 
Table 6. Pros and Cons of evaluated ML classification algorithms 

ML Algorithm Pros Cons 

SVM (Support 
Vector Machine) 

Effective in high-
dimensional spaces 

Can be sensitive to 
kernel choice; 

Computationally 
expensive for large 

datasets 

LR  
 (Logistic 

Regression) 

Simple and 
interpretable, works 
well with linearly 

separable data 

The performance 
is poor when the feature 

space is large 

NV (Naïve 
Bayes) 

Fast and simple- 
Performs well on 
high-dimensional 

data 

Assumes independence 
between features 

DT 
(Decision Tree) 

Easy to understand 
and interpret- Can 

model complex 
relationships 

Prone to overfitting, 
especially with deep 

trees 

QDA (Quadratic 
Discriminant 

Analysis) 

Preserves class 
separability 

Assumes normal 
distribution of features 

KNN  
(K-Nearest 
Neighbors) 

Simple, no training 
phase, Works well 
with local patterns 

Computationally 
expensive for large 

datasets, Sensitive to 
irrelevant features 

RF (Random 
Forests) 

Reduces overfitting 
through ensemble - 

Handles high-
dimensional data 

Complexity increases 
with the number of 

trees 

SDG (Stochastic 
Gradient Descent) 

Efficient and 
scalable for large 

datasets 

Requires careful tuning 
of hyperparameters, 
Sensitive to feature 

scaling 

 
Table 6 illustrates the strengths and weaknesses of 

eight ML classification algorithms that are evaluated. 
Despite ML algorithms shared aims, each technique 
attempts to classify data in different circumstances. K-
nearest neighbors (KNN) [27], for instance, is a non-
parametric method used to categorize data. KNN is a 
form of instance-based learning algorithm. This 
classification approach utilizes a distance function to 
calculate the estimated distances between objects. It 
then assigns all unlabeled items to the most common 
category among their K-nearest neighbors. The value 
of K is always a positive integer. Naive Bayes is a 
classifier that utilizes Bayes' theorem of prior 
probability to classify data examples into a certain 
class. Logistic Regression (LR) [28] is a classifier that 
utilizes a logistic regression function, which is also 
known as a sigmoid function.  The decision tree (DT) 
approach [11] categorizes data into branch segments 
consisting of a root node, internal nodes, and leaf 
nodes. Random Forests (RF) [29] classification is a 
technique that effectively tackles the problem of over-
fitting in decision trees by aggregating many decision 
trees. 
 
3.4 Hybrid ML model 

Hybrid machine-learning models combine the 
characteristics of multiple models to create an 
effective tool for detecting BGP anomalies. The ML 
algorithm combinations provide better accuracy, 
robustness, scalability, and resilience, making them 
optimal for real-world network monitoring and 
security protection. 

To improve the model detection efficiency, a 
hybrid SGD-RF ML model has several advantages as 
follows [30]: 
(i) Improved Accuracy and Performance: By 

leveraging the strengths of both algorithms, the 
hybrid model achieved better overall accuracy 
compared to using each algorithm individually. 
The combination allowed the model to address 
the limitations of one algorithm with the 
strengths of the other. 
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(ii) Flexibility in Hyperparameter Tuning: The 
hybrid model provides more flexibility in 
hyperparameter tuning. Experimentation of 
different hyperparameters for both SGD and RF 
is conducted to find the optimal configuration 
and improve the performance of the model. 

(iii) Feature Importance Analysis: RF is known for 
its ability to assess feature importance. By 
combining with SGD, the hybrid model offered a 
more comprehensive analysis of feature 
importance. 

(iv) Complementary Strengths: SGD and RF have 
distinct qualities that complement one another. 
SGD is effective in training on huge datasets, 
while RF is robust to overfitting. Therefore, the 
combination performs well with high-
dimensional data. 

3.5 Performance Metrics 
Binary classification is the process of identifying 

a single class, specifically an anomaly. A classifier 
categories situation as either anomalies or regular 
(non-anomalies). Table 7 confusion matrix 
demonstrates the classifier's decision [31]. 

Table 7. ML Confusion Matrix 
Predicted Class 

Actual 
Class 

 Anomaly Regular 
Anomaly (True) TP FN 
Regular (False) FP TN 

 

The factors of the classification are termed as: TP 
(true positive), which is the number of correctly 
classified attacks; TN (true negative), the number of 
normal flows correctly classified; FP (false positive), 
the number of normal instances misclassified as 
attacks; and FN (false negative), the number of attack 
instances misclassified as normal [32]. Based on these 
elements, the performance metrics can be defined as 
the following [33]: 
(i) Accuracy: measures the classification model's 

ability to correctly categorize data examples, 
regardless of whether they are positive or 
negative. It is determined as the ratio of the total 
number of correctly categorized records in a 
dataset to the total number of rows in the dataset: 

Accuracy ൌ
𝑇𝑃 ൅ 𝑇𝑁

𝑇𝑃 ൅ 𝑇𝑁 ൅ 𝐹𝑃 ൅ 𝐹𝑁
 (1) 

(ii) Precision: a metric that quantifies the 
correctness of positive predictions provided by a 
model. The calculation involves determining the 
proportion of accurate positive predictions 

produced by the model, relative to the total 
number of true positives: 

Precision ൌ
𝑇𝑃

𝑇𝑃 ൅  𝐹𝑃
 (2) 

(iii) Recall: a metric that quantifies the proportion of 
positive instances correctly detected by the 
model. It is computed by dividing the number of 
true positive predictions by the total number of 
real positive occurrences in the dataset: 

Recall ൌ
𝑇𝑃

𝑇𝑃 ൅  𝐹𝑁
 (3) 

(iv) F1-score: commonly referred to as the F-score or 
F-measure, is a ML evaluation metric that 
measures a model's accuracy. It combines the 
precision and recall scores of a model. The 
formulation of the harmonic mean of precision 
and recall is given by: 

F1-score ൌ 2 ൈ  ሺ
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൈ  𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൅  𝑅𝑒𝑐𝑎𝑙𝑙

ሻ (4) 

The effectiveness of a classification model relies 
on its capacity to correctly predict classes [34]. 
Anomaly detection models were trained on a limited 
data set and evaluated on a separate dataset (train/test 
split). An assessment of implemented models was 
conducted to verify their capacity to achieve high 
levels of detection accuracy. The evaluation of all 
models was evaluated using five performance metrics: 
accuracy, precision, True Positive Rate (TPR), also 
known as Recall, F1-Score and ROC-AUC. 

 

4.  Results and Discussions 

 
The ML methods used in this work were chosen 

based on their ability to detect anomalies, with a focus 
on models designed for binary classification. These 
algorithms were tested to analyses their performance 
and suitability for tasks requiring a clear distinction 
between two classes. The datasets were divided into 
two parts, where a significant amount of the data was 
chosen as a training dataset, while the remaining data 
was designated as the test dataset to assess the 
developed ML models [31]. 

The datasets are evaluated using binary 
classification methods, where each label represented 
one of two possible outcomes: normal or anomaly. 
This comprehensive evaluation was specifically 
conducted to identify and analysis three distinct types 
of BGP attacks: hijacking, denial of service (DoS), 
and outage. By focusing on these attack types, the 
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study aimed to assess the effectiveness of binary 
classification in accurately distinguishing between 
normal operations and various anomaly activities. The 
results showed that the KNN, RF, SGD, and LR 
algorithms outperformed the QDA, NB, and DT 
algorithms. Notably, the SVM algorithm exhibited 
subpar performance across all statistical feature sets. 

For further explanation, the accuracy values of the 
Random Forest (RF) algorithm across the three main 
datasets (A, B, and C) were 94%, 88%, and 75%, 
respectively. In contrast, the SVM algorithm yielded 
unsatisfactory results, with accuracy values of only 
54%, 59%, and 52% for the same feature sets. These 
results demonstrate the wide range of performance 
levels among the tested algorithms. They show that 
KNN, RF, SGD, and LR are all very good at binary 
classification tasks for tested datasets, while SVM 
performs poorly. 

Table 8 displays the accuracy, precision, recall, 
and F-score metrics for all algorithms for the main 
datasets (A, B, and C). The results clearly show that 
the obtained precision and accuracy are proportional 
to the significance level of the feature data sets that 
are used for evaluation. It also becomes evident that 
both the KNN and RF accuracy results are better than 
the other methods for all the tested datasets. This 
indicates that the KNN and RF classifiers can 
individually detect BGP attacks effectively. A 
comparison of pattern detection results in terms of 
performance metrics was applied, as shown in Figure 
3, where a slight disparity is clearly visible among 
high-performance algorithms and high contrast with 
low-performance algorithms like SVM. 
 
Table 8. Performance results for three main datasets (A, B, C). 

Dataset A 
ML Accuracy Precision Recall F1-score 
SVM 0.548 0.517 0.601 0.556 
LR 0.907 0.908 0.893 0.901 
NB 0.865 0.800 0.951 0.869 
DT 0.898 0.935 0.841 0.885 
QDA 0.848 0.769 0.967 0.857 
KNN 0.935 0.940 0.921 0.931 
RF 0.942 0.967 0.908 0.937 
SGD 0.861 0.830 0.885 0.857 

Dataset B 
SVM 0.592 0.550 0.737 0.630 
LR 0.833 0.806 0.851 0.828 
NB 0.814 0.790 0.823 0.806 
DT 0.830 0.811 0.832 0.822 
QDA 0.826 0.746 0.957 0.838 
KNN 0.912 0.883 0.936 0.909 
RF 0.881 0.908 0.832 0.868 
SGD 0.757 0.765 0.697 0.730 

Dataset C 

SVM 0.523 0.495 0.772 0.604 
LR 0.647 0.623 0.633 0.628 
NB 0.548 0.510 0.953 0.664 
DT 0.746 0.686 0.846 0.758 
QDA 0.750 0.662 0.954 0.782 
KNN 0.851 0.805 0.903 0.851 
RF 0.756 0.699 0.846 0.7658 
SGD 0.600 0.562 0.678 0.615 

 
 

 
(a) 

 
(b) 

 
(c) 

Fig. 3. Performance comparisons for three main feature 
sets 

 
In addition to the comparison of the main feature 

sets, Table 9 examined the additional combination 
dataset performance. When comparing the combined 
feature sets' performance to the individual dataset 
results for most evaluated ML algorithms, 
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improvements were particularly found in the accuracy 
metric. In particular, the (A+B+C) dataset, which 
included all the data on significant BGP features, 
demonstrated the highest improvements in 
performance metrics. 
 
 
Table 9. Performance results for combination datasets. 

Dataset (A+B) 
ML Accuracy Precision Recall F1-score 
SVM 0.585 0.550 0.654 0.597 
LR 0.933 0.915 0.945 0.930 
NB 0.887 0.832 0.952 0.888 
DT 0.826 0.758 0.925 0.833 
QDA 0.924 0.870 0.985 0.924 
KNN 0.926 0.909 0.936 0.922 
RF 0.945 0.979 0.902 0.939 
SGD 0.881 0.906 0.834 0.868 

Dataset (A+C) 
SVM 0.595 0.573 0.545 0.559 
LR 0.912 0.914 0.898 0.906 
NB 0.799 0.712 0.960 0.818 
DT 0.938 0.899 0.978 0.937 
QDA 0.801 0.772 0.819 0.795 
KNN 0.934 0.946 0.911 0.928 
RF 0.946 0.974 0.909 0.940 
SGD 0.901 0.905 0.882 0.893 

Dataset (B+C) 
SVM 0.568 0.542 0.525 0.533 
LR 0.872 0.845 0.891 0.867 
NB 0.696 0.615 0.943 0.745 
DT 0.885 0.917 0.832 0.872 
QDA 0.889 0.832 0.957 0.890 
KNN 0.919 0.893 0.941 0.916 
RF 0.842 0.833 0.832 0.832 
SGD 0.826 0.797 0.846 0.821 

Dataset (A+B+C) 
SVM 0.588 0.541 0.821 0.652 
LR 0.938 0.928 0.942 0.935 
NB 0.847 0.775 0.951 0.854 
DT 0.909 0.919 0.886 0.902 
QDA 0.862 0.940 0.756 0.838 
KNN 0.923 0.898 0.943 0.920 
RF 0.946 0.981 0.902 0.940 
SGD 0.930 0.905 0.933 0.919 

 
Figure 4 presents a comparative of the 

performance metric patterns for different 
combinations datasets (A + B), (A + C), (B + C), and 
(A + B + C). This figure provides a detailed visual 
representation and highlights differences between the 
metrics when considered in different groupings, 
offering insight into which combinations yield the 
most effective or optimal performance. 
 
 
 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 4. Performance comparisons for combined datasets 
 

Next, the hybrid SGD-RF model with the was 
proposed to further improve the detection 
performance. Table 10 displays the performance 
metrics results of testing all feature sets under the 
hybrid model. The table shows that throughout the 
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feature sets, the proposed hybrid model produced 
significant improvements in overall performance 
metrics in varying percentages. This improvement 
confirms the benefits of the hybrid SGD-RF ML 
model, we were able to get more comprehensive 
information using two of the best-performing 
algorithms. Thus, the model enabled us to understand 
the underlying patterns in the data better. Furthermore, 
the selection of significant BGP features resulted in 
the model being equipped with a greater amount of 
information, particularly as these features are the most 
impacted by cyberattacks. Consequently, there was an 
improvement in the accuracy of predictions and the 
overall performance metrics of the hybrid model. 

 
Table 10: Performance matric results for Hybrid SGD-RF ML Model 

Feature set (A) 

Accuracy  Precision Recall F1-score 

0.968 0.960 0.980 0.970 

Feature set (B) 

0.973 0.969 0.979 0.974 

Feature set (C) 

0.877 0.913 0.849 0.880 

Feature set (A+B) 

0.990 0.984 0.998 0.991 

Feature set (A+C) 

0.981 0.972 0.992 0.982 

Feature set (B+C) 

0.978 0.968 0.991 0.979 

Feature set (A+B+C) 

0.993 0.989 0.998 0.994 

 
Table 11: ROC-AUC values for Hybrid SGD-RF Model 

Dataset - A ROC-AUC = 0.963 

Dataset - B ROC-AUC = 0.965 

Dataset - C ROC-AUC = 0.879 

Dataset - (A+B) ROC-AUC = 0.986 

Dataset - (A+C) ROC-AUC = 0.981 

Dataset - (B+C) ROC-AUC = 0.977 

Dataset - (A+B+C) ROC-AUC = 0.993 

 
Additionally, we analyzed the ROC-AUC metric, 

which is a method for organizing, visualizing the 
trade-off between TPR and false positive rate as 

shown in Figure 5, and selecting classification models 
based on their performance [37]. The ROC-AUC 
values for the proposed hybrid model are presented in 
Table 11. It can be seen that the SGD-RF model 
outperforms the rest of the individual methods in 
detection anomalies, with an ROC-AUC value of 
0.993 for the dataset (A+B+C).  
 

 
Fig. 5. ROC-AUC for Hybrid SGD-RF ML model 

 
The findings of this research can provide valuable 

insights into the strengths and limitations of various 
ML algorithms when applied to BGP anomaly 
detection. By comparing the performance of different 
algorithms, we can identify the most suitable ML 
approach for BGP anomaly detection in real-world 
scenarios. Our results show that four of eight tested 
ML algorithms performed remarkably well in 
detecting BGP anomalies for the three feature sets 
generated based on statistical analysis. These 
algorithms achieved high accuracy, precision, and 
recall scores, demonstrating their potential for 
effective anomaly detection, particularly within 
feature sets or datasets most affected by cyber-attacks. 
Optimizing the model’s performance and increasing 
its flexibility to obtain a wide range of better 
performance metrics results.  Additional combinations 
of datasets were formed by merging two of the 
primary feature sets, and an extra dataset was 
established, including all the significant features that 
were found to be significant in the detection of cyber-
attacks. The testing of these datasets resulted in 
various enhancements to the performance metrics. 
This indicates that our statistical analysis selected the 
most significant features in binary classification that 
capture essential BGP traffic patterns or behaviors 
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within our data sets. Thus, it combines more produced 
accuracy enhancement by giving the 
models additional information for making predictions 
[35]. 
 Additionally, we implemented a hybrid model 
that clustered the strengths of two of the best-
performing algorithms for improved anomaly 
detection. The hybrid model of SGD and RF holds 
great potential in BGP anomaly detection by 
overcoming the limitations of individual models. 
Clustering RF and SGD models substantially 
improved performance metrics on the hybrid model 
for all tested datasets, achieving the highest accuracy, 
surpassing the individual performance of Random 
Forest (RF) and Stochastic Gradient Descent (SGD). 
For instance, in the dataset that provided the best 
results (A+B+C), the accuracy measure showed an 
increase of 4.6% and 7.6%. Also, the hybrid model 
demonstrated enhancements in Recall since increased 
by 10.1% and 7% compared to the models RF and 
SGD, respectively. 

The ROC-AUC improved in the hybrid model 
also, the AUC is essentially the integral of the ROC 
curve and influences the Recall. High accuracy and 
Recall are essential for guaranteeing that most 
anomalies are detected and are deeply relevant to BGP 
feature selection, particularly AS-PATH attribute 
features, which are critical in identifying anomalies in 
routing behavior. Our study features were extracted 
and evaluated under three common BGP cyber-attack 
conditions. The statistical analysis employed the 
ANOVA test, an effective tool for selecting the most 
significant features and determining the importance of 
the extracted feature in BGP anomaly detection. Based 
on statistical analysis, all 14 features from AS-PATH 
attributes were selected, with none excluded. AS-path 
features reflect insights into the logical and physical 
topology of BGP networks, as well as the logical 
relationships and interconnections between different 
ASs. This outcome strongly supported our work 
objectives by involving and considering the entire 
BGP network's topological criteria when extracting 
relevant features and datasets for BGP detection 
models. Such a methodology has a substantial 
contribution to creating and developing effective 
detection models with high accuracy that are 
applicable in real-world networks. 
 
 
 

5.  Conclusions 

This study compares and evaluates the 
performance metrics of eight ML models (SVM, LR, 
NB, DT, QDA, KNN, RF, SGD) in the context of BGP 
anomaly detection. Based on statistical analysis, we 
assessed BGP behaviors by utilizing three primary 
feature sets across three levels of feature significance 
and generated four additional combined sets. 
Performance metrics were evaluated using data sets 
generated from simulated cyber-attack scenarios 
applied on realistic internet gateway networks. The 
best-performing algorithms were KNN, LR, RF, and 
SGD, which gained the highest metrics results. To 
further develop complementary strengths and 
robustness, we proposed a hybrid ML model that 
combines SGD and RF algorithms. This combination 
highly improved performance metrics for all tested 
datasets, achieving maximum accuracy of 99.3% for 
the (A+B+C) dataset, additionally the hybrid model 
exhibited a performance in Area Under Curve (AUC) 
of 0.993, exceeding this metric of the two combining 
models independently. 

ML shows immense promise for the detection of 
anomalies in BGP. Through improved accuracy, real-
time detection, and development and implementation 
of ML hybrid models based on realistic network 
datasets, exhibit potential in addressing the ever-
increasing challenges in secure BGP networks and 
ensuring their reliable and efficient operation. We 
believe that our research will contribute to the existing 
literature on BGP anomaly detection and provide a 
foundation for future studies in this area. 
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