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1 | INTRODUCTION
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Abstract

We present an English-Korean speech translation corpus, named EnKoST-C.
End-to-end model training for speech translation tasks often suffers from a
lack of parallel data, such as speech data in the source language and equiva-
lent text data in the target language. Most available public speech translation
corpora were developed for European languages, and there is currently no
public corpus for English-Korean end-to-end speech translation. Thus, we cre-
ated an EnKoST-C centered on TED Talks. In this process, we enhance the
sentence alignment approach using the subtitle time information and bilingual
sentence embedding information. As a result, we built a 559-h English-Korean
speech translation corpus. The proposed sentence alignment approach showed
excellent performance of 0.96 f-measure score. We also show the baseline
performance of an English-Korean speech translation model trained with
EnKoST-C. The EnKoST-C is freely available on a Korean government open
data hub site.

KEYWORDS
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recent years, it suffers from a large computational cost
and latency because each of them is an independent

Speech translation (ST) systems are indispensable to
overcome language barriers. Generally, ST technology
generates a sentence in a target language from a speech
in a source language [1]. Conventional ST tasks use auto-
matic speech recognition (ASR) and machine translation
(MT) components to process speech in a cascading man-
ner [2]. In this paper, we denote this process as CAS-ST.
Although both components have shown improvement in
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module. Recently, an end-to-end ST (E2E-ST) task [1] in
which two components were integrated into a single
module has attracted attention. Using the E2E-ST
approach, we can expect a simplified system architecture,
latency reduction, and mitigation of error propagation
between ASR and MT [3].

The data required for the CAS-ST process have been
accumulated over a long time [4-6]. However, training
data for E2E-ST models, which are composed of speech
data in the source language and the corresponding text in
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the target language, are scarce. Additionally, most avail-
able E2E-ST data are European language oriented [7-9],
and, to the best of our knowledge, no data for English—
Korean E2E-ST models exist to date.

TED Talks, which provide English audio files and
subtitles translated into various languages, including
Korean, can be a good source to build an ST corpus. The
multilingual ST corpus (MuST-C) proposed by Cattoni
and others [10] is a representative ST corpus based on
TED Talks [11] that is widely used as a benchmark
corpus for E2E-ST systems [12,13]. The MuST-C was
constructed using a procedure based on automatic
alignment. Additionally, they provided detailed construc-
tion methods that can be extended to other languages.

This paper introduces a TED-based English-Korean
ST corpus (EnKoST-C). This corpus was constructed
using an automatic collection method based on sentence
alignment [10]. First, we collected English audio files,
English subtitles, and Korean subtitles from the TED
website [11]. Then, we performed sentence-level bilin-
gual text alignment to build an English-Korean parallel
corpus. Here, we proposed a novel alignment method
using both subtitle time information and a similarity
measure based on bilingual sentence embeddings. This
method resolves the alignment problems that occur due
to the character differences between English and Korean.
Next, we identified speech segments by speech-to-text
alignment between the English audio files and the
English sentences. Finally, we removed potentially noisy
speech segments by measuring the average word dura-
tion and sentence length. As a result, we obtained a
559-h EnKoST-C from 3138 TED Talks.

We compared the proposed bilingual sentence align-
ment method with previous methods [14-17] and present
the baseline performance of E2E-ST models trained with
EnKoST-C. To facilitate the expansion to other lan-
guages, this EnKoST-C is designed with the same data
partition as MuST-C. Thus, the baseline performance can
be easily reproduced using the MuST-C recipe in the
ESPnet toolkit [18,19].

Our primary contributions are as follows. (1) We
introduce an EnKoST-C for the first time. (2) We propose
a novel sentence alignment method that uses time infor-
mation and a similarity measure based on bilingual sen-
tence embeddings. (3) We present baseline performance
and example scripts. Please note that EnKoST-C is
released under the Creative Commons license,
Attribution-Noncommercial-No Derivatives (CC BY-NC-
ND) 4.0 international and is freely available at https://
nanum.etri.re.kr/share/seungyun/EnKoSTCv10.

The rest of this paper is organized as follows. Existing
ST corpora are described in Section 2. The proposed
corpus creation procedure is presented in Section 3.

Sections 4 and 5 present the proposed text alignment
results and the baseline performance of the E2E-ST
models trained using the EnKoST-C. Conclusion is pres-
ented in Section 6.

2 | RELEATED WORK

ST corpora comprise pairs of source language speech seg-
ments and text translated into the target language. In the
following sections, existing corpus creation methodolo-
gies and bilingual text alignment methods are described.

2.1 | Speech translation corpora
Benchmark corpora frequently used for ST tasks are
listed in Table 1. Most available ST corpora were built for
European languages, which have similar linguistic
characteristics. There are a few ST corpora for Asian
languages, such as Chinese (Zh), Japanese (Ja), and
Vietnamese (Vi). Most recently, the Korean-English ST
corpus called Kosp2e [20] has been released. However,
there is no EnKoST-C, which consists of English speech
and Korean translation.

Parallel data for an ST corpus can be collected from
professional translators, by crowdsourcing, or via an
automated process based on sentence alignment. In
Table 1, CoVoST 2 [23] and MLST [22] were built by pro-
fessional translators, and How2 [21] and Fisher-
CallHome Spanish-English [9] were built by
crowdsourcing [24,25]. Even though building a large

TABLE 1 Benchmark corpora for speech translation
Corpus Languages Hours
MuST-C [10] En — {Ar, Cs, De, Es, Fa, Fr, 237-
It, N1, Pt, Ro, Ru, Tr, Vi, 504
Zh}
CoVoST 2 [21] En — {De, Tr, Fa, Sv, Mn, 364
Zh, Cy, Ca, S|, Et, Id, Ar,
Ta, Lv, Ja}
How2 [21] En — Pt 300
LibriVoxDeEn [8] De — En 110
Libri-Trans [7] En — Fr 236
MSLT [22] En < {Fr, De, Ja, Zh} 2-5
Fisher-CallHome Es — En 170
Spanish [9]
Kosp2e [20] Ko — En 198

Notes: The languages are denoted by their ISO codes. CoVoST 2 can handle
translations from 21 languages into English and from English into 15
languages.
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corpus is difficult due to the labor-intensive and compu-
tational costs, both methods can build a high-quality
corpus. However, MuST-C [10], LibriVoxDeEn [8], and
Libri-Trans [7] were built via automatic alignment tech-
niques. With such techniques, bilingual alignment is per-
formed at the text level between the source and target
texts. Then, speech-to-text alignment is performed
between the source text and corresponding audio seg-
ments [10].

TED Talks are ideal for creating an ST corpus auto-
matically because they provide good quality speech
recordings with human-curated transcriptions and trans-
lations in multiple languages. MuST-C [10] collected
TED data and then built an MuST-C using the Gargantua
toolkit [16] for bilingual text alignment and the Gentle
toolkit [26] for a speech-to-text alignment. This method
can be adopted as the procedure for building the
EnKoST-C.

2.2 | Bilingual text alignment methods

In this section, we briefly describe four approaches for
bilingual text alignment, that is, length-, translation-,
timestamp-, and embedding-based approaches. The
length-based approach [15,27] compares the length of
the source and target sentences. The translation-based
approach [15,16] relies on lexical correspondences
between the target sentence and the translated source
sentence. Bilingual text alignment can be performed
quickly with the subtitle timestamp approach [14,28] by
relying on a temporal indexing of subtitles lines. Vecalign
[17] is a representative example of the sentence embed-
ding approach [29]. Vecalign uses a dynamic program to
compare sentence embeddings to align source and target
language sentences. Among these four bilingual text

alignment approaches, sentence embedding provides
state-of-the-art accuracy.

3 | PROPOSED METHOD

The overall process of the proposed corpus creation
method using data from TED Talks is shown in Figure 1.
The creation process involves data collection, data
preprocessing, bilingual text alignment, speech-to-text
alignment, and data filtering. The proposed method dif-
fers from the MuST-C creation method [10] in the bilin-
gual text alignment and data filtering steps.

3.1 | Data collection

Initially, data collection involves downloading available
videos (MPEG4) and their English and Korean subtitles
(VTT) from the TED website. The collected data comprise
575.4 h of 3401 talks, which is approximately 81.0% of all
available TED Talks as of September 2020.

3.2 | Data preprocessing

The collected audio and text data require preprocessing.
To extract audio files (RIFF WAV) from the video, we
use the FFmpeg toolkit (sampling rate, 16 kHz; sample
size, 16-bit) [30].

Because better results are obtained when bilingual
text alignment is done at the sentence level [14],
preprocessing the text data involves converting subtitle-
level texts to sentence-level texts and estimating the
timestamps. It should be noted that the subtitle boundary
is inconsistent with the sentence boundary. Additionally,

] ( ) Sentence-level / \ English-Korean
Korean Text Korean subtitles Bilingual corpus
subtitles | pre-processing _— _— English-Korean
W- ST corpus
Bilingual text
alignment 1
I ) Sentence-level (’- T T TN
English , Text English subtitles . + Audio files
subtitles | pre-processing _— Data filtering | (English) :
(.vtt format) I ~— — - Transcriptions
\_/— English | (English) |
corpus | « Translations |
| (Korean) I
i Audio files -to- Timing info. * Timing info.
Video files | —— Andio _ S"eﬁch t0 tf"t RN I (yaml formany |
(.mp4 format) extraction (-wav format) e (.yaml format) \ J
N — — — —

FIGURE 1

Overall process of the proposed corpus creation method
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the start and end times of each sentence must be esti-
mated because we use the time information in the bilin-
gual text alignment.

To obtain the start and end timestamps of each sen-
tence, the subtitle concatenation and splitting approach
proposed by Tiedemann [28] are followed. First, we con-
catenate consecutive subtitles that complete the sentence.
Here, sentence boundaries are determined by strong
punctuation marks, that is, full stop (.), exclamation (!),
and question (?) marks. When subtitles are concatenated,
the timestamps of the merged subtitles are obtained from
the corresponding original subtitles.

Then, we split the concatenated subtitle into sen-
tences based on the punctuation marks. We approximate
the start and end timestamps of each sentence within a
single subtitle according to the following equations:

d(S) = e(S) —s(S), 1)

l(Ssent )

Ssent) = S(Ssen d Ssu s
€(Ssent) = S(Ssent) +d( bt)xl(ssubt)

(2)

where s(S) and e(S) are the start and end times of subtitle
S, respectively; Seent iS @ sentence within a single subtitle
Ssubt; and d(S) and [(S) denote the duration and character
length of subtitle S, respectively. Equation (2) estimates
the end time e(Sgen) for a sentence Sgen: Within a single
subtitle Sgupi. Here, $(Ssent) is assigned as the start time of
the subtitle Sgyp; or the end time of the previous sentence.

3.3 | Bilingual text alignment

We use time information and a similarity measure based
on sentence embeddings to perform bilingual sentence
alignment. In English and Korean sentences, we match
sentence pairs with a similar timestamp. Then, unaligned
portions are rearranged by finding pairs with the highest
cosine similarity between the bilingual sentence
embeddings.

Initially, alignment is based on the start time and
duration between the source sentences Sy.s = {S1,..., Sy }
and target sentences Ty ={Ti,...T|y}, as shown in
Algorithm 1. For each source sentence S;, we select the
target sentence T that has the closest start time. Then,
they are considered a matched pair match (S;,T;), if S;
and T; satisfy the following two conditions:

condition1: |s(S;) —s(T})| <, (3)

condition2: |d(S;) —d(T;)| <3, (4)
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Algorithm 1 Bilingual Text Alignment Algorithm
Input: Two sentences with timestamps S1js, T1:¢|
Output: Two aligned sentences S Llals T1;|a|
I:  //“’ denotes ‘assign’ and ‘<’ denotes ‘append’
2:  function align (St.s|, T1:¢|)
3 // Stage 1: timestamp-based alignment
4: for each sentence in S1.5| do
5: T;  theclosestsentenceto S;
6.
7
8
9

if match (Sii+ 1,Tj)then M (Sii+1.T))
elseif match (S;Tjj+ 1)then M (53T +1)
if match (SyTj)then M _ (5,T))

: Seq Trs & M

10: end for

11:
12: // Stage 2: sentence embedding-based alignment
13: C  get unaligned chunks (S, T, S'Ts' TTS)
14: for each chunkin C1|¢ do

15: V' run vecalign(Cy)

16: SEM, 'j"EM & remove_insertion_deletion (V)
17: end for

18:

19: 31:|a|, ’ill:la| - (Srs T1)U(Sim Tim)
20: return (S1:jaj, T1:ja))
21: end function

where 5(S) and d(S) denote the start time and duration of
subtitle S, respectively, whereas & is the predefined
threshold. The smaller the value, the more relevant
sentence pairs can be aligned. Moreover, we allow 2-to-1
and 1-to-2 alignments, denoted by match (S;41,T;) and
match (S;, Tjj.1), respectively. In this paper, Si;;1 and
Tjj+1 concatenate consecutive sentences. As a result, we
obtain the aligned pairs of the source and target sentence,
§TS and ?Ts, respectively.

Next, we perform alignment based on the sentence
embeddings for the unaligned sentences that remain after
timestamp-based alignment. We refer to these unaligned
portions as chunks C. By partitioning these chunks, we
essentially divide a large text alignment problem into sev-
eral smaller problems of the same type. Then, unaligned
sentences of each chunk Cy are aligned using Vecalign
[17], which match sentence pairs with the highest simi-
larity cosine between the bilingual sentence embeddings.
The alignment results V' obtained from the Vecalign
include insertion and deletion sentences that do not exist
in a parallel sentence and many-to-many alignment sen-
tences. Therefore, we remove insertion and deletion sen-
tences that are unnecessary for building the ST corpus.
Then, the preserved pairs of source and target sentences
are stored in §EM and ?EM, respectively.

Finally, we combine the §TS and ?TS obtained using
the time information and the §EM and i’EM obtained
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using the sentence embeddings. As a result, we output
the bilingual corpus consisting of English transcription
S1q and Korean translation T, 4.

3.4 | Speech-to-text alignment

We perform speech-to-text alignment between the
English audio files and English text sentences to find
speech segments. Here, the sentence is the English tran-
scription obtained in the bilingual text alignment. Like
other corpora [7,10], we use Gentle [26], which is an off-
the-shelf English forced aligner based on the Kaldi ASR
toolkit [31]. We then create a YAML file containing time
information, that is, the start time and duration, for each
segment.

We also remove the segments where the start or end
time could not be found and record the number of sen-
tences removed in each talk and the number of unaligned
words in each sentence. This alignment information will
be used to weed out potentially noise segments in the
data filtering step.

3.5 | Data filtering

Here, noise segments of unsuccessful forced alignments
and nonspeech events are removed. Initially, we follow
two noise segment filtering criteria used in MuST-C [10].
The first rule discards entire talks if the proportion of
unaligned words is greater than or equal to 15% of the
total words. The second rule removes all sentences hav-
ing unaligned words. By applying these filtering rules,
263 talks are removed.

However, some segments still contained misaligned
portions, primarily in nonspeech segments. Here, the
nonspeech segments can be recognized incorrectly
because they are not the target covered by the Gentle
forced aligner. Therefore, we adopted average word dura-
tion (AWD) [32] as an additional filter. An AWD is the
ratio between the duration and number of words in the
segment. Figure 2 illustrates the segment distribution
and cumulative distribution based on the AWD value.

The left- and rightmost portions of Figure 2 represent
segments that are uttered abnormally: quickly or slowly.
These outlier portions are representative of music, laugh-
ter, and applause, which are unnecessary for ST model
training. Therefore, we select a training set within the
range 0.15 < AWD < 0.65. This range was determined
considering that the TED Talks utterances are slightly
faster than broadcast speech [32]. Given this range, we
rejected 2.9% of the 575.4 h of TED Talks leading to
558.8 h of training data.
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FIGURE 2 Segment distribution and cumulative duration in

percentage data based on the AWD. The shaded portion
corresponds to the region where 0.15 < AWD < 0.65

4 | BILINGUAL TEXT ALIGNMENT
RESULTS

4.1 | Evaluation metrics

To evaluate our bilingual text alignment method, we
selected 49 TED Talks, which include the development
and test sets used by MuST-C [10]. We created reference
alignments S, and Ty.,) by manually aligning the sen-
tences of all sentence pairs of English-Korean subtitles
from these talks. We then obtained results §1:\a\ and ?Lm\
using the proposed bilingual sentence alignment method.
We compared our alignment results with their references
using an F; score, which is the harmonic mean of the
precision and recall [14]. Here, the precision is the num-
ber of correct alignments divided by the number of pro-
posed alignments, including those not aligned correctly,
whereas recall is the number of correct alignments
divided by the number of reference alignments.

4.2 | Sentence alignment results

We compared the performance of the proposed method
with four off-the-shelf bilingual sentence aligners:
Alignerzilla [14], Hunalign [15], Gargantua [16], and
Vecalign [17]. All experiments were performed on the
same test datasets: dev, tst-COMMON, and tst-HE.
Table 2 shows the alignment approaches used in each
aligner, the number of sentence pairs output from each
aligner and their precision, recall, and F; scores.To dem-
onstrate the proposed alignment method, we first com-
pared our timestamp-based alignment results. In Table 2,
the “Proposed A” row shows the alignment performance
using only the timestamp-based approach. This approach
differs from “Alignerzilla A” in that it performs strict
alignment by including condition 1 (3). As a result, the
number of aligned sentence pairs decreased from 5836 to
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TABLE 2 Comparison of sentence alignment quality
Aligned dev tst-COMMON tst-HE Average
sentence

Algorithm  Approach pairs P R F, P R F, P R F, P R F,

Alignerzilla ~ TS_A 5836 079 0.83 081 084 08 086 085 089 0.87 083 087 0385
A[14]

Alignerzilla TS_B + LN + DT 5663 071 0.74 0.73 078 082 081 079 082 080 0.77 080 0.78
B [14]

Hunalign A LN 6148 019 018 019 037 035 036 024 023 023 029 028 0.28
[15]

Hunalign B LN + DT 6133 046 046 046 062 061 062 058 058 0.58 056 056 0.56
[15]

Gargantua WP + LN + MT 5231 0.62 058 060 053 080 082 066 057 061 074 069 0.71
A[16]

Gargantua MP + LN + MT 5598 0.66 0.67 0.66 085 08 086 069 0.68 0.69 077 076 0.76
B [16]

Vecalign SE 5673 090 092 091 095 096 095 092 093 092 093 094 094
[17]

Proposed A TS_A 4877 095 0.83 089 098 08 091 099 086 092 097 085 091

Proposed B TS_B 4381 097 0.74 084 099 077 087 099 081 0.89 099 077 0.87

Proposed C  TS_B + SE 5611 094 094 094 097 097 097 096 096 096 096 096 0.96

Notes: TS_A and TS_B denote the timestamp-based approach with thresholds of 0.95 and 0.475, respectively. LN denotes a length-based approach. DT and MT
denote dictionary-based and machine translation-based approaches, respectively. SE denotes a sentence embedding-based approach. WP and MP perform
word-level and morpheme-level sentence alignment, respectively. Default aligner parameters were used.

4877; however, the precision and F; scores improved by
14 and 6 points, respectively. Additionally, as shown for
“Proposed B,” when the threshold § was reduced from
0.95 to 0.475, the F; score decreased by approximately
four points, but the precision increased by approximately
two points. Here, precision is a more important measure
than Fj, because we subsequently perform realignment
on unaligned portions.

Furthermore, the length- and translation-based align-
ment results, that is, “Alignerzilla B,” “Hunalign A and
B,” and “Gargantua A and B,” returned poor alignment
quality for English-Korean sentence alignment. This is
because Korean differs significantly from English in
terms of basic units, word-spacing rules, and sentence
word order. Moreover, like MuST-C [10], we tried align-
ment by tokenizing Korean subtitle text; however, the
alignment results were still poor, as shown in “Gargantua
B.” In Table 2, “Vecalign,” which only used the similarity
measure based on bilingual sentence embeddings, out-
performed other off-the-shelf aligners in our test datasets.

Our approach, that is, “Proposed C,” outperformed all
other compared alignment approaches. Although the
exclusively timestamp-based approach, that is, “Proposed
B,” returned higher precision values than “Vecalign,” it
outputs a smaller number of alignment results. The pro-
posed approach, which uses the time information and

similarity measure based on bilingual sentence embed-
ding, generated more alignment results than “Proposed A
and B.” Additionally, the F; score for the proposed
approach was the highest (0.96). These results demon-
strate that the timestamp and sentence embedding-based
approaches are complementary.

We also compared the impact of threshold & in
(2) and (3) on the timestamp-based approach. Table 3
shows the alignment quality according to various thresh-
old values. In the table, we observed that a threshold
with 0.5 shows the highest F; score, and the timestamp-
based aligning results cover 79.5% of overall aligning
results. As the threshold increased, more timestamp-
based aligning was performed, but the average F; score
decreased. For this reason, we adopted a threshold of
0.475, equal to the default setting in the Alignerzilla [14],
as the final value of the proposed method.

TED Talks always have well-written subtitles and
accurate timestamps. Thus, the proposed method can be
used effectively to create our EnKoST-C.

4.3 | Error analysis

We performed an error analysis on the 49 talks used in
the alignment experiment. Out of the 5611 sentence pairs
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TABLE 3 Alignment quality according to various threshold values
Threshold (6) 0.0 0.5 1.0 3.0 5.0
#Aligned sents 5672 5612 5596 5590 5602
TS stage (%) 0(0.0) 4460 (79.5) 4958 (88.6) 5309 (95.0) 5474 (97.9)
EM stage (%) 5672 (100.0) 1152 (20.5) 638 (11.4) 281 (5.0) 128 (2.3)
F,score 0.94 0.96 0.95 0.87 0.81

Note: TS denotes the number of sentences obtained from the timestamp-based alignment stage, and EM denotes the number of sentences obtained from the

sentence embedding-based alignment stage.

obtained as our alignment results, we extracted 235 mis-
aligned sentence pairs. Among them, deletion and inser-
tion errors, which are partial alignment with missing and
additional information, accounted for the most at 47.1%
and 38.5%, respectively. On the other hand, the substitu-
tion error, which is wrong alignments, was relatively
small at 2.3%. The rest were alignment errors that
occurred in nonspeech notation, additional explanations,
and repeated sentences. We observed that most of the
alignment errors occurred in short sentences. Table 4
shows some examples of alignment errors.

5 | CORPUS CONSTRUCTION
RESULTS

51 | Corpus structure

Our corpus, EnKoST-C, contains English audio files, the
corresponding transcribed text, and the Korean transla-
tion of the text. Audio files are provided for each TED
talk, and the transcriptions and translations are provided
for each subset with time information. Our corpus has
the same structure as MuST-C [10]. We generated our
training data automatically using the proposed corpus
creation method from 3138 TED Talks, whereas the
development and evaluation data were created manually.
More detailed statistics are presented in Table 5.

5.2 | Baseline experiments
In this section, we present baseline results of the CAS-ST
and E2E-ST models trained with EnKoST-C. All experi-
ments were performed using the ESPnet toolkit [18] and
Transformer models. Here, we briefly describe the archi-
tecture of each model. More detailed information is pro-
vided in the ESPnet-ST recipe for MuST-C [12,19].
Moreover, the E2E-ST model comprises a speech
encoder and translation decoder. For speech features,
we used 80-dimensional log-Mel filter-bank coefficients
with three-dimensional pitch features, resulting in

TABLE 4 Examples of bilingual sentence alignment errors

Error types Examples

1. Substitution English: Can you see?

Korean: 9], 5}, [Good.]

English: This is true. I believe this.
Korean: = WUt [I believe this.]

2. Deletion

3. Insertion English: I don’t want to play anymore!

Korean: “Z7H ] ¢t off B}z &)
[No! T don’t want to play anymore!]

4. Other English: Thank you.

Korean: (BF) [(Applause)]

Notes: Bracket indicate examples translated into English. Italics indicate
misaligned sentences.

83-dimensional speech features. We used the 8 k vocabu-
lary, comprising English and Korean vocabularies based
on byte pair encoding units [33]. The speech encoder
used 12 self-attention blocks stacked on two VGG
blocks, and the translation decoder used six self-attention
blocks.

In the CAS-ST system, the ASR model consists of a
speech encoder and transcription decoder, and the MT
model comprises a source text encoder and translation
decoder, both of which used six self-attention blocks.
Additionally, the source text of the encoder and tran-
scription of the decoder used lowercase English transcrip-
tion without punctuation marks.

The ASR performance was measured by the word
error rate (WER) computed on lowercase, tokenized text
without punctuation marks. The E2E-ST, CAS-ST, and
MT results were computed using 4-g BLEU scores [34,
35]. Further, the BLEU score was measured with a single
reference to Korean morpheme units tokenized using the
Moses MT system [36].

Table 6 shows the WER and BLEU scores for ASR,
MT, CAS-ST, and E2E-ST models. The CAS-ST model
used ASR outputs with WERs of 9.9% and 7.4% as
MT inputs. Consequently, the CAS-ST model
underperformed the MT model, which uses English tran-
scription as inputs. Here, all models were trained using
only EnKoST-C.
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TABLE 5 Statistic for each EnKoST-C subset
Subsets Talks Hours Sentence pairs Source tokens Target tokens
train 3138 558.8 340K 6.0M 4.2M
dev 11 2.5 1585 26.5K 18.6K
tst-COMMON 27 4.0 2532 44.4K 29.9K
tst-HE 11 1.1 10.0K 7.0K

Note: Target tokens are measured in word-phrase units provided by Korean subtitles.

TABLE 6 Baseline results for ASR, MT, and ST models
Models tst-COMMON tst-HE
ASR(]) 9.8 8.2
MT (1) 17.1 18.9
CAS-ST () 16.1 17.9
E2E-ST (1) Transformer 13.8 15.5

+Speed perturbs 14.1 16.0
+ASR init. 15.7 17.0
+ASR/MT init. 15.5 17.3

Notes: The ASR results indicate word error rate where lower values are
better. The other results indicate BLEU scores where higher values are
better.

Furthermore, we present the baseline performance of
the E2E-ST model trained with speed perturbation and a
pretrained speech encoder and translation decoder. In
Table 6, the “Transformer” is the vanilla E2E-ST model,
which is directly trained on English speech data paired
with Korean text translations. Here, the vanilla E2E-ST
model showed improved performance when we used
threefold speed perturbation by changing the speed with
factors of 0.9, 1.0, and 1.1. Moreover, the highest E2E-ST
BLEU scores were achieved when the model weights
were initialized using the speech encoder of the ASR
model and the translation decoder of the MT model.

The final E2E-ST model underperformed the CAS-ST
model in terms of BLEU scores; however, the perfor-
mance gap was reduced by the advanced modeling. Addi-
tionally, we expect that the E2E-ST model would
outperform the CAS-ST model if larger amounts of ST
data are collected using the proposed method of data
collection.

6 | CONCLUSIONS

This paper introduced EnKoST-C, an EnKoST-C. This
corpus contains 339 710 English-Korean sentence pairs
aligned to 558.8 h of English speech. We also presented a
detailed explanation of an automatic data collection
method with an innovative sentence alignment method

that uses subtitle time information and the similarity
measure based on bilingual sentence embedding. The
proposed approach demonstrated the best sentence align-
ment performance with an F; score of 0.96. We also pres-
ented the baseline performance of an English-Korean
E2E-ST model trained with EnKoST-C.

Meanwhile, we are releasing our corpus on an open
data hub site of the Korean government, under a CC BY-
NC-ND 4.0 International. To the best of our knowledge,
EnKoST-C is the first publicly available EnKoST-C. We
expect that this corpus will be widely used as a bench-
mark corpus for English-Korean ST.
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