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TWO-WEIGHT NORM ESTIMATES FOR SQUARE
FUNCTIONS ASSOCIATED TO FRACTIONAL

SCHRÖDINGER OPERATORS WITH HARDY POTENTIAL

Tongxin Kang and Yang Zou

Abstract. Let d ∈ N and α ∈ (0, min{2, d}). For any a ∈ [a∗, ∞), the
fractional Schrödinger operator La is defined by

La := (−∆)α/2 + a|x|−α,

where a∗ := − 2αΓ((d+α)/4)2

Γ((d−α)/4)2 . In this paper, we study two-weight Sobolev
inequalities associated with La and two-weight norm estimates for several
square functions associated with La.

1. Introduction

Let d ∈ N and α ∈ (0, min{2, d}). For any a ∈ [a∗, ∞), the fractional
Schrödinger operator La is defined by
(1.1) La := (−∆)α/2 + a|x|−α

,

where

(1.2) a∗ := −2αΓ((d + α)/4)2

Γ((d − α)/4)2 .

Here, the constant a∗ is derived from the sharp constant in the following Hardy-
type inequality∫

Rd

|x|−α|u(x)|2dx ≤ − 1
a∗

∫
Rd

|ξ|α|û(ξ)|2dx, u ∈ C∞
c (Rd),

where û denotes the Fourier transform of u. Here and thereafter, C∞
c (Rd)

denotes the set of all infinitely differentiable functions on Rd with compact
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support. Hence, the restriction a ∈ [a∗, ∞) guarantees the nonnegativity of
the operator La. Assume that p ∈ (1, ∞), ω ∈ Aq(Rn) with some q ∈ [1, ∞).
Here and thereafter, Aq(Rn) denotes the Muckenhoupt weight class (see, for
instance, [19, Chapter 7] or [30, Chapter V] for its definition). We now recall
the following parameterization in [17],

Ψα,d(δ) := −2α Γ( δ+α
2 )Γ( d−δ

2 )
Γ( d−δ−α

2 )Γ( δ
2 )

, δ ∈ (−α, (d − α)/2]\{0},

and Ψα,d(0) := 0. Indeed, it was proved in [17] that the function Ψα,d is
continuous and strictly decreasing in δ ∈ (−α, (d − α)/2] with

lim
δ→−α

Ψα, d(δ) = ∞ and Ψα, d

(
d − α

2

)
= a∗.

Therefore, for any a ∈ [a∗, ∞), we define

(1.3) σ := Ψ−1
α,d(a),

so that σ ∈ (−α, (d − α)/2]. Moreover, for a given constant θ ∈ R, we define

(1.4) dθ := d

min{θ, 0}
,

in particular, d/0 := ∞.
The operator −La generates a semigroup which is denoted by {e−tLa}t>0, we

also consider the semigroup {e−t
√

La}t>0 defined via the subordination formula

(1.5) e−t
√

Laf (y) = 1√
π

∫ ∞

0
u

1
2 e−ue− t2

4u Laf(y)du

u
.

For any m, K ∈ [0, ∞), we define several square functions associated with La

by setting, for any f ∈ L2(Rd) and x ∈ Rd,

sm,P f(y) :=
[∫ ∞

0

∣∣∣(t
√

La

)m

e−t
√

Laf(y)
∣∣∣2 dt

t

] 1
2

,(1.6)

sm,Hf(y) :=
[∫ ∞

0

∣∣∣(t
√

La

)m

e−t2Laf(y)
∣∣∣2 dt

t

] 1
2

,(1.7)

Sm,P f(x) :=
[∫ ∞

0

∫
B(x,t

2
α )

∣∣∣(t
√

La

)m

e−t
√

Laf(y)
∣∣∣2 dy dt

t1+ 2d
α

] 1
2

,(1.8)

Sm,Hf(x) :=
[∫ ∞

0

∫
B(x,t

2
α )

∣∣∣(t
√

La

)m

e−t2Laf(y)
∣∣∣2 dy dt

t1+ 2d
α

] 1
2

,(1.9)

gK,P f(y) :=
[∫ ∞

0

∣∣∣∣t2 (−∆)
α
2
(

t
√

La

)K

e−t
√

Laf(y)
∣∣∣∣2 dt

t

] 1
2

,(1.10)
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gK,Hf(y) :=
[∫ ∞

0

∣∣∣∣t2 (−∆)
α
2
(

t
√

La

)K

e−t2Laf(y)
∣∣∣∣2 dt

t

] 1
2

,(1.11)

GK,P f(x) :=
[∫ ∞

0

∫
B(x,t

2
α )

∣∣∣∣t2 (−∆)
α
2
(

t
√

La

)K

e−t
√

Laf(y)
∣∣∣∣2 dy dt

t1+ 2d
α

] 1
2

,(1.12)

and

GK,Hf(x) :=
[∫ ∞

0

∫
B(x,t

2
α )

∣∣∣∣t2 (−∆)
α
2
(

t
√

La

)K

e−t2Laf(y)
∣∣∣∣2 dy dt

t1+ 2d
α

] 1
2

.(1.13)

In this article, motivated by the recent work of Bui and Bui [5] on the
weighted Sobolev inequality and the weighted boundedness of the square func-
tion associated to La, we study two-weight Sobolev inequalities associated with
La and two-weight norm estimates for several square functions associated with
La.

Let p ∈ [1, ∞) and ω ∈ Aq(Rn) with some q ∈ [1, ∞). Recall that the
weighted Lebesgue space Lp

ω(Rd) is defined by setting

Lp
ω(Rd) :=

{
f is measurable on Rd : ∥f∥Lp

ω(Rd) < ∞
}

,

where

∥f∥Lp
ω(Rd) :=

(∫
Rd

|f |pω dx

) 1
p

.

In particular, when ω ≡ 1, the weighted spaces Lp
ω(Rd) is just, respectively,

the classical Lebesgue space Lp(Rd). For any given x ∈ Rd and r ∈ (0, ∞), let
B(x, r) := {y ∈ Rd : |y − x| < r}.

For any given a, b ∈ R, we use the notations a∧b := min{a, b} and a∨b :=
max{a, b}. For any given x ∈ Rd and any given measurable subset E ⊂ Rd,
let dist (x, E) := inf{|x − y| : y ∈ E}. Meanwhile, for any measurable subsets
E, F ⊂ Rd, let

dist (E, F ) := inf{|x − y| : x ∈ E, y ∈ F}

and diam (E) := sup{|x − y| : x, y ∈ E}.
Now, we state the main results of this article.

Theorem 1.1. Let d ∈ N, α ∈ (0, 2∧d), and s ∈ (0, 2]. Assume further that
a ∈ [a∗, ∞) with a∗ being as in (1.2) and σ is defined by (1.3).

(i) Let d′
σ < p0 < p < q0 < dσ+αs/2 with dσ and dσ+αs/2 being as in (1.4),

ω ∈ A p

d′
σ

(Rd) ∩ RHs0(Rd) with s0 ∈ (( q0
p )′, ∞], and

[
ω, v1−( p

p0
)′]

A p
p0

(Rd)
:= sup

B⊆Rd

[?
B

ω dx

] [?
B

v1−( p
p0

)′
dx

] p
p0

−1
< ∞,
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where the surpremum is taken over all balls B of Rd. Then there exists a
positive constant C, depending on d, p, s, [ω]A p

d′
σ

(Rd), and [ω]RHs0 (Rd), such

that, for any f ∈ C∞
c (Rd),

(1.14)
∥∥∥(−∆)αs/4f

∥∥∥
Lp

ω(Rd)
≤ C

∥∥∥Ls/2
a f

∥∥∥
Lp

v(Rd)
.

(ii) Let d′
σ < p0 < p < q0 < d

(αs/2)∨σ := d̃ with dσ being as in (1.4),
ω ∈ A p

d′
σ

(Rd) ∩ RH( d̃
p )′(Rd), ω1−p′ ∈ RHs0(Rd) with s0 ∈ (( p′

0
p′ )′, ∞], and[

ω1−p′
, v

(1−p′)[1−( p

q′
0

)′]
]

A p

q′
0

(Rd)
< ∞.

Then there exists a positive constant C, depending on d, p, s, [ω]A p

d′
σ

(Rd),

[ω]RH
( d̃

p
)′ (Rd), and [ω1−p′ ]RHs0 (Rd), such that, for any f ∈ C∞

c (Rd),

(1.15)
∥∥∥Ls/2

a f
∥∥∥

Lp
v(Rd)

≤ C
∥∥∥(−∆)αs/4f

∥∥∥
Lp

ω(Rd)
.

We point out that the special case of Theorem 1.1 has been proved in [24]
for the case α := 2, in [18] for the case p = 2, in [28] for the case general p but
with a ≥ 0, and in [6] for the case a ≥ a∗. Furthermore, the case of w = v for
Theorem 1.1 has been proved in [5]. Therefore, Theorem 1.1 is an extension of
those results obtained in [5, 6, 18,28] to the case of two-weight.

We prove Theorem 1.1 by borrowing some ideas from [6, Theorem 1.1] and
[31, Theorem 2.14].

Theorem 1.2. Let m ∈ [0, ∞), d ∈ N, and σ be as in (1.3). Then, for any
given p ∈ (d′

σ, dσ), and any v ∈ A p

d′
σ

(Rd) ∩ RH( dσ
p )′(Rd), where dσ is as in

(1.4), there exists a positive constant C such that, for any f ∈ Lp
v(Rd),

(i) ∥Sm,Hf∥Lp
v(Rd) ≤ C ∥sm,Hf∥Lp

v(Rd) ;
(ii) ∥Sm,P f∥Lp

v(Rd) ≤ C ∥sm,P f∥Lp
v(Rd) ;

(iii) ∥sm,P f∥Lp
v(Rd) ≤ C ∥sm,Hf∥Lp

v(Rd).

Theorem 1.3. Let m, K ∈ [0, ∞), d ∈ N, α ∈ (0, 2∧d), and σ be as in (1.3).
Then, for given any p ∈ (d′

σ, dσ+α) and any v ∈ A p

d′
σ

(Rd) ∩ RH
( dσ+α

p )
′(Rd)

with dσ+α ∈ (2, ∞), where dσ+α and dσ are as in (1.4), there exists a positive
constant C such that, for any f ∈ Lp

v(Rd),
(i) C−1 ∥sm+2,Hf∥Lp

v(Rd) ≤ ∥gm,Hf∥Lp
v(Rd) ≤ C ∥sm+2,Hf∥Lp

v(Rd) ;
(ii) C−1 ∥sm+2,P f∥Lp

v(Rd) ≤ ∥gm,P f∥Lp
v(Rd) ≤ C ∥sm+2,P f∥Lp

v(Rd) ;
(iii) ∥GK,Hf∥Lp

v(Rd) ≤ C ∥gK,Hf∥Lp
v(Rd) ;

(iv) ∥GK,P f∥Lp
v(Rd) ≤ C ∥sK,P f∥Lp

v(Rd).
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We prove Theorems 1.2 and 1.3 by borrowing some ideas from [29].
The organization of this article is as follows.
In Section 2, we present the notions of the Muckenhoupt weight class and

the reverse Hölder class, some properties of the Muckenhoupt weight class
and the reverse Hölder class, the definition of the Hardy–Littlewood maximal
function, the weighted estimates of the maximal functions, a criteria for singular
integrals to be bounded on Lebesgue spaces, some elementary estimates and
kernel estimates, the Hardy inequality for the operator La, and the boundedness
of square functions involving the difference tLae−tLa − t(−∆)α/2e−t(−∆)α/2 .

In Section 3, we give the proof of Theorem 1.1. First, to prove this the-
orem, we need to prove some subtle ingredients such as the weighted Hardy
inequality related to the operator La (see Lemma 3.1 below) and the weighted
norm inequalities for the square functions (see Lemma 3.2 below). Next, we
present the weighted good-λ inequality for a pair of functions, (F, f), on Rd

satisfying the assumptions (3.11) and (3.12) (see Lemma 3.4 below) and the
two-weight boundedness criterion for a pair of functions, (F, f), on Rd satisfy-
ing the assumptions (3.11) and (3.12) in the scale of weighted Lebesgue spaces
(see Lemma 3.5 below). Then we are almost ready to establish the two-weight
boundedness for TLa, s in the scale of weighted Lebesgue spaces (see Theorem
3.3 below) and the two-weight boundedness for SLa, γ in the scale of weighted
Lebesgue spaces (see Theorem 3.6 below). Finally, we summarize what we have
proved to complete the proof of Theorem 1.1.

In Section 4, as applications of Lemma 2.9, we obtain the weighted norm
estimates related to the square functions associated with La (see Theorems 4.3,
4.5, 4.6 and 4.8 below). In order to prove these estimates, we subtly use the
extrapolation theorem (see Lemma 4.1 below) and the change of angle formulas
(see Lemma 4.2 below). Moreover, we give an application of these estimates of
square functions to the Hardy space associated with La.

Finally, we make some conventions on notation. Throughout the whole
article, we always denote by C a positive constant which is independent of the
main parameters, but it may vary from line to line. The symbol f ≲ g means
that f ≤ Cg. If f ≲ g and g ≲ f , we then write f ∼ g. If f ≤ Cg and g = h
or g ≤ h, we then write f ≲ g ∼ h or f ≲ g ≲ h, rather than f ≲ g = h
or f ≲ g ≤ h. For any ball B := B(xB , rB) in Rn, with some xB ∈ Rn,
rB ∈ (0, ∞), and α ∈ (0, ∞), let αB := B(xB , αrB); furthermore, denote the
set B(x, r) ∩ Ω by BΩ(x, r) and the set (αB) ∩ Ω by αBΩ. For any subset
E of Rn, we denote the set Rn \ E by E∁ and its characteristic function by
1E . For any given q ∈ [1, ∞], we denote by q′ its conjugate exponent, namely,
1
q + 1

q′ = 1. For any ω ∈ Ap(Rn) with some p ∈ [1, ∞) and any measurable set
E ⊂ Rn, let ω(E) :=

∫
Ω ω(x) dx. In addition, for any f ∈ L1(E), we denote

the integral
∫

E
|f(x)|ω(x) dx simply by

∫
E

|f |ω dx and, when |E| < ∞, we use
the notation

>
E

f dx := 1
|E|
∫

E
f(x) dx.
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2. Preliminaries

In this section, we recall the notions of the Muckenhoupt weight class and
the reverse Hölder class, some properties of the Muckenhoupt weight class
and the reverse Hölder class, the definition of the Hardy–Littlewood maximal
function, a boundedness criteria for singular integrals on Lebesgue spaces, the
Hardy inequality for the operator La, and the boundedness of square functions
involving the difference tLae−tLa − t(−∆)α/2e−t(−∆)α/2 .

We first recall the concepts of both the Muckenhoupt weight class and the
reverse Hölder class as follows (see, for instance, [14,19,30]).

Definition 2.1. Let q ∈ [1, ∞). A non-negative and locally integrable function
ω on Rd is called an Aq(Rd) weight, denoted by ω ∈ Aq(Rn), if, when q ∈ (1, ∞),

[ω]Aq(Rd) := sup
B⊂Rn

(?
B

ω dx

)(?
B

ω− 1
q−1 dx

)q−1
< ∞,

and
[ω]A1(Rd) := sup

B⊂Rd

(?
B

ω dx

){
ess sup

y∈B
[ω(y)]−1

}
< ∞,

where the suprema are taken over all balls B of Rd. Moreover, let

A∞(Rd) :=
⋃

p∈[1,∞)

Ap(Rd).

Let s ∈ (1, ∞]. A non-negative and locally integrable function ω on Rd is
said to belong to the reverse Hölder class RHs(Rd), denoted by ω ∈ RHs(Rd),
if, when s ∈ (1, ∞),

[ω]RHs(Rd) := sup
B⊂Rd

(?
B

ωs dx

) 1
s
(?

B

ω dx

)−1
< ∞,

and

[ω]RH∞(Rd) := sup
B⊂Rd

[
ess sup

y∈B
ω(y)

](?
B

ω dx

)−1
< ∞,

where the suprema are taken over all balls B of Rd.

For the Muckenhoupt weight class and the reverse Hölder class, we have the
following properties which are well known (see, for instance, [14,19,30]).

Lemma 2.2. (i) ω ∈ Ap(Rd) if and only if ω1−p′ ∈ Ap′(Rd).
(ii) A1(Rd) ⊆ Ap(Rd) ⊆ Aq(Rd) for any given 1 ≤ p ≤ q ≤ ∞.
(iii) RH∞(Rd) ⊆ RHq(Rd) ⊆ RHp(Rd) for any given 1 < p ≤ q ≤ ∞.
(iv) If ω ∈ Ap(Rd) with p ∈ (1, ∞), then there exists a q ∈ (1, p) such that

ω ∈ Aq(Rd).
(v) If ω ∈ RHq(Rd) for some q ∈ (1, ∞), then there exists a p ∈ (q, ∞)

such that ω ∈ RHp(Rd).
(vi) A∞(Rd) =

⋃
p∈[1,∞) Ap(Rd) =

⋃
q∈(1,∞] RHq(Rd).
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(vii) Let 1 < p0 < p < q0 < ∞. Then

ω ∈ A p
p0

(Rd) ∩ RH( q0
p )′(Rd) ⇐⇒ ω1−p′

∈ A p′
q′

0

(Rd) ∩ RH
(

p′
0

p′ )′
(Rd).

(viii) Let p ∈ [1, ∞) and q ∈ (1, ∞]. If ω ∈ Ap(Rd) ∩ RHq(Rd), then there
exists a positive constant C such that, for any ball B ⊂ Rd and any
measurable subset E of B,

C−1
[

|E|
|B|

]p

≤ ω(E)
ω(B) ≤ C

[
|E|
|B|

] q−1
q

,

where, for any measurable subset E ⊂ Rd,

ω(E) :=
∫

E

ω(x) dx.

In particular, Lemma 2.2(viii) implies that, if ω ∈ Ap(Rd) for some p ∈
[1, ∞), then, for any ball B ⊂ Rd and λ ∈ (1, ∞),

(2.1) ω (λB) ≤ [ω]Ap(Rd) λdpω (B) .

Moreover, we observe that, under some assumptions, we can compare the
average of any given function f with respect to the measure given by a weight
v ∈ A∞(Rd).

Remark 2.3. Let 0 < p̃ ≤ q̃ < ∞. Assume that v ∈ A
q̃

p̃

(Rd). Then there exists

a positive constant C such that, for any given f ∈ L1
loc(Rd), a ball B ⊂ Rd,

and j ∈ N, (?
Sj(B)

|f(x)|p̃ dx

) 1

p̃

≤ C

(?
Sj(B)

|f(x)|q̃ v(x) dx

) 1

q̃

.

Here and thereafter, Sj(B) := (2j+1B)\(2jB) for any j ∈ N and S0(B) := 2B.

Meanwhile, for any given r ∈ (0, ∞), the Hardy–Littlewood maximal func-
tion Mr is defined by, for any f ∈ L1

loc(Rd) and x ∈ Rd,

Mrf(x) := sup
B∋x

(
1

|B|

∫
B

|f(y)|rdy

)1/r

,

where the supremum is taken over all balls B that contain the given point x.
When r := 1, we simply write M instead of M1.

Then, we have the following weighted boundedness for the Hardy–Littlewood
maximal function Mr (see, for instance, [14,19]).

Lemma 2.4. Let r ∈ (0, ∞), p ∈ (r, ∞), and ω ∈ Ap/r(Rd). Then there exists
a positive constant C, depending only on r, p, and [ω]Ap/r(Rd), such that, for
any f ∈ Lp

ω(Rd),
∥Mrf∥Lp

ω(Rd) ≤ C ∥f∥Lp
ω(Rd) .
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Next, we recall a criteria for singular integrals to be bounded on the space
Lp(Rd) with p ∈ (1, 2), which plays an important role in the proof of the
boundedness of the square functions (see, for instance, [2, 5, 6]).

Proposition 2.5. Let 1 ≤ p0 < q0 < ∞ and T be a linearizable operator.
Suppose that T is bounded on Lq0(Rd). Suppose further that there exists a
family of operators {At}t>0 satisfying that, for any j ≥ 2, any ball B :=
(xB , rB) ⊂ Rd, and any function f supported in B,(?

Sj(B)
|T (I − ArB

)f |q0 dx

)1/q0

≤ α(j)
(?

B

|f |q0 dx

)1/q0

and (?
Sj(B)

|ArB
f |q0 dx

)1/q0

≤ α(j)
(?

B

|f |p0 dx

)1/p0

.

If
∑∞

j=2 α(j)2jd < ∞, then T is bounded on Lp
ω(Rd) for any p ∈ (p0, q0) and

ω ∈ A p
p0

(Rd) ∩ RH( q0
p )′(Rd).

The elementary estimates stated in Lemmas 2.6, 2.7, and 2.8 below can be
found in [5, 6]. We omit the details here.

Lemma 2.6. Let d ∈ N and κ ∈ (−∞, d). Then there exists a positive constant
C such that, for any t ∈ (0, ∞),∫

B(0,t)

(
t

|x|

)κ

dx ≤ Ctd.

Lemma 2.7. Let d ∈ N and α ∈ (0, 2 ∧ d). For any given ϵ ∈ (0, ∞), there
exists a positive constant C such that, for any t ∈ (0, ∞) and x ∈ Rd,∫

Rd

1
td/α

(
t1/α + |x − y|

t1/α

)−d−ϵ

dy ≤ C.

Lemma 2.8. Let d ∈ N and α ∈ (0, 2 ∧ d). For any given ϵ ∈ (0, ∞), there
exists a positive constant C such that, for any t ∈ (0, ∞) and x ∈ Rd,∫

Rd

1
td/α

(
t1/α + |x − y|

t1/α

)−d−ϵ

|f(y)| dy ≤ CMf(x).

In what follows, for a given constant θ ∈ R, we use Dθ(x, t) to denote
(1 + t1/α

|x| )θ for any t ∈ (0, ∞) and x ∈ Rd; namely,

(2.2) Dθ(x, t) :=
(

1 + t1/α

|x|

)θ

.

Then we have the following conclusion which was established in [5, 6].
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Lemma 2.9. Let {Tt}t>0 be a family of linear operators on L2(Rd). Assume
that, for any t ∈ (0, ∞), Tt is defined by, for any f ∈ L2(Rd) and almost every
x ∈ Rd,

Ttf(x) =
∫
Rd

Tt(x, y)f(y)dy.

Here, the kernel function Tt(·, ·) satisfies the following condition: there exist
positive constants C, c and θ, η ∈ R such that, for any t ∈ (0, ∞) and x, y ∈
Rd\{0},

|Tt(x, y)| ≤ Ct−d/α

(
t1/α + |x − y|

t1/α

)−d−α

Dθ(x, t)Dη(y, t),

where Dθ and Dδ are as in (2.2). Assume further that d′
η < p ≤ q < dθ,

where dη and dθ are as in (1.4). Then, for any ball B := B(xB , rB) ⊂ Rd, any
t ∈ (0, ∞), any j ∈ N, and any f ∈ Lp(Rd) supported in B,(?

Sj(B)
|Ttf |qdx

)1/q

≤ C

[( rB

t1/α

)d/p

∨
( rB

t1/α

)d
]

×
(

1 + t1/α

2jrB

)d/q (
1 + 2jrB

t1/α

)−d−α(?
B

|f |pdx

)1/p

(2.3)

and, for any f ∈ Lp(Rd) supported in Sj(B),(?
B

|Ttf |qdx

)1/q

≤ C

[(
2jrB

t1/α

)d/p

∨
(

2jrB

t1/α

)d
]

×
(

1 + t1/α

rB

)d/q (
1 + 2jrB

t1/α

)−d−α
(?

Sj(B)
|f |pdx

)1/p

.(2.4)

Moreover, we have the following pointwise estimates for the heat kernels of
the fractional Schrödinger operator La (see, for instance, [3, 4, 12,23,28]).

Lemma 2.10. Let d ∈ N, α ∈ (0, 2 ∧ d), a ∈ [a∗, ∞) with a∗ being as in (1.2),
and let σ be as in (1.3). Assume that {pt}t>0 are the kernels associated to the
heat semigroup {e−tLa}t>0. Then there exist positive constants C and c such
that, for any t ∈ (0, ∞) and x, y ∈ Rd\{0},

pt(x, y) ≤ Ct−d/αDσ(x, t)Dσ(y, t)
(

t1/α + |x − y|
t1/α

)−d−α

,

where Dσ is as in (2.2).

Proposition 2.11. Let d ∈ N, α ∈ (0, 2 ∧ d), a ∈ [a∗, ∞) with a∗ being as
in (1.2), and σ be as in (1.3). Then, for any s ∈ (0, ∞) and p ∈ (d′

σ, dσ)
with dσ being as in (1.4), (tLa)se−tLa is uniformly bounded on Lp(Rd) for any
t ∈ (0, ∞).

Proposition 2.11 was established by Bui and D’Ancona in [6].
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Proposition 2.12. Let d ∈ N, α ∈ (0, 2 ∧ d), a ∈ [a∗, ∞) with a∗ being as in
(1.2), and σ be as in (1.3). For any s ∈ R with s ∈ (1 + 2[0 ∨ (σ/α)], ∞), there
exists a positive constant C(s), depending on s, such that, for any t ∈ (0, ∞)
and x, y ∈ Rd\{0},

|pt,s(x, y)| ≤ C(s)t
−(s+d/α)Dσ(x, t)Dσ(y, t)

(
t1/α + |x − y|

t1/α

)−d−α

,

where pt, s(·, ·) denotes the associated kernel of Ls
ae−tLa , and Dσ is as in (2.2).

Next, we recall the Hardy inequality associated with the operator La estab-
lished in [28, Proposition 1.2].

Lemma 2.13. Let d ∈ N, α ∈ (0, 2 ∧ d), a ∈ [a∗, ∞) with a∗ being as in
(1.2), and σ be as in (1.3). Suppose that sα/2 ∈ (0, d). Then, for any given
p ∈ (d′

σ, dσ+sα/2), there exists a positive constant C such that, for any f ∈
C∞

c (Rd), ∥∥∥|·|−αs/2
f
∥∥∥

Lp(Rd)
≤ C

∥∥∥Ls/2
a f

∥∥∥
Lp(Rd)

.

We also need the following boundedness of square functions involving the
difference tLae−tLa − t(−∆)α/2e−t(−∆)α/2 , which was first proved by Merz [28,
Proposition 5.2] (see also [5, 6]).

Lemma 2.14. Let d ∈ N, α ∈ (0, 2 ∧ d), a ∈ [a∗, ∞) with a∗ being as in
(1.2), and σ be as in (1.3). Assume that p ∈ (d′

σ, dσ+sα/2) and ω ∈ A p

d′
σ

(Rd) ∩
RH(d(σ/p)′ (Rd), where dσ and dσ+sα/2 are as in (1.4). Then there exists a
positive constant C, depending only on p, [ω]A p

d′
σ

(Rd), and [ω]RH
( dσ

p
)
′ (Rd), such

that, for any f ∈ C∞
c (Rd),∥∥∥∥∥

{∫ ∞

0
t−s
∣∣∣(tLae−tLa − t(−∆)α/2e−t(−∆)α/2

)
f
∣∣∣2 dt

t

}1/2
∥∥∥∥∥

Lp
ω(Rd)

≤ C

∥∥∥∥ f

| · |sα/2

∥∥∥∥
Lp

ω(Rd)
.(2.5)

Moreover, we recall that the special case of Theorem 1.1 has been proved in
[24] for the case α = 2, in [18] for the case p = 2, in [28] for the case general p
but with a ≥ 0, and in [6] for the case a ≥ a∗ (see Lemma 2.15 below).

Lemma 2.15. Let d ∈ N, α ∈ (0, 2∧d) and s ∈ (0, 2]. Assume that a ∈ [a∗, ∞)
with a∗ being as in (1.2) and σ is as in (1.3). Then there exists a positive
constant C, depending on p and d, such that, for any f ∈ C∞

c (Rd),
(i) if d

d−σ∨0 < p < d
(σ+αs/2)∨0 with d

0 := ∞, then∥∥∥(−∆)αs/4f
∥∥∥

Lp(Rd)
≤ C

∥∥∥Ls/2
a f

∥∥∥
Lp(Rd)

;
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(ii) if 1 < p < ∞ with d
d−σ∨0 < p < d

(αs/2)∨0 , then∥∥∥Ls/2
a f

∥∥∥
Lp(Rd)

≤ C
∥∥∥(−∆)αs/4f

∥∥∥
Lp(Rd)

.

We point out that the main reason for the restriction a ≥ 0 in [28] is the
essential use of the spectral multiplier theorem from [20], which requires a
suitable polynomial decay on the heat kernel. We note indeed that when a < 0,
the kernel of La fails to enjoy the Poisson upper bound, which would ensure
a polynomial decay. In order to overcome the weak decay of the kernel, T. A.
Bui and P. D’Ancona employ a new approach in [6]. This approach is quite
similar to the method in [7]. The method in [7] was built upon the following
heat kernel estimate,∥∥e−tLaf

∥∥
Lq(F ) ≤ Ct− d

2 ( 1
p − 1

q )e− d(E,F )2
ct ∥f∥Lp(E)

for any measurable subsets E, F ⊂ Rd, any f ∈ Lp(E), and suitable 1 ≤ p ≤
q ≤ ∞. For both approaches in [7] and [24], the exponential term plays an
essential role in the above estimate. However, this type of estimate fails to be
true in the case that α < 2 (see [5, 6]). To deal with this obstructions, Bui
and D’Ancona [6] proved the Lp − Lq off-diagonal estimates on balls and their
corresponding annuli.

Furthermore, the case of w = v for Theorem 1.1 has been proved in [5]; see
Lemma 2.16 below.

Lemma 2.16. Let d ∈ N, α ∈ (0, 2∧d), and s ∈ (0, 2]. Assume that a ∈ [a∗, ∞)
with a∗ being as in (1.2) and σ is as in (1.3).

(i) Assume further that p ∈ (d′
σ, dσ+αs/2) and

ω ∈ A p

d′
σ

(Rd)
⋂

RH
(

dσ+αs/2
p )′

(Rd),

where dσ and dσ+sα/2 are as in (1.4). Then there exists a positive constant
C, depending on d, p, [ω]A p

d′
σ

(Rd), and [ω]RH
(

dσ+αs/2
p

)′
(Rd), such that, for any

f ∈ C∞
c (Rd), ∥∥∥(−∆)αs/4f

∥∥∥
Lp

ω(Rd)
≤ C

∥∥∥Ls/2
a f

∥∥∥
Lp

ω(Rd)
.

(ii) Let d̃ := d
(αs/2)∨σ . Assume that p ∈ (d′

σ, d̃) and

ω ∈ A p

d′
σ

(Rd)
⋂

RH( d̃
p )′(Rd)

with dσ being as in (1.4). Then there exists a positive constant C, depending
on d, p, [ω]A p

d′
σ

(Rd), and [ω]RH
( d̃

p
)′ (Rd), such that, for any f ∈ C∞

c (Rd),∥∥∥Ls/2
a f

∥∥∥
Lp

ω(Rd)
≤ C

∥∥∥(−∆)αs/4f
∥∥∥

Lp
ω(Rd)

.
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Therefore, Theorem 1.1 can be considered as extensions of those obtained
in [5, 6, 18,28] to the case of two-weight.

As in [5], using the Lp − Lq off-diagonal estimates on balls and their corre-
sponding annuli obtained by T. A. Bui and P. D’Ancona in [6], together with
some tools from harmonic analysis, such as the properties of Muckenhoupt
weights, and the Minkowski integral inequality, we can obtain the weighted
Sobolev norm estimates related to the generalized Hardy operator.

3. Two-weight Sobolev inequalities associated with La

In this section, we give the proof of Theorem 1.1. The proof of Theorem 1.1
relies on some subtle ingredients, such as the weighted Hardy inequality related
to the operator La and the weighted inequalities for the square function. We
first establish the following weighted Hardy inequality.

Lemma 3.1. Let d ∈ N, α ∈ (0, 2 ∧ d), a ∈ [a∗, ∞) with a∗ being as in (1.2),
and σ be as in (1.3). Suppose further that s ∈ (0, ∞) satisfies sα/2 ∈ (0, d),
p ∈ (d′

σ, dσ+sα/2), and ω ∈ A p

d′
σ

(Rd)∩RH
(

dσ+sα/2
p )′

(Rd), where dσ and dσ+sα/2

are as in (1.4). Then there exists a positive constant C, depending only on p,
s, d, [ω]A p

d′
σ

(Rd), and [ω]RH
(

dσ+sα/2
p

)′
(Rd), such that, for any f ∈ C∞

c (Rd),

∥∥∥| · |−αs/2f
∥∥∥

Lp
ω(Rd)

≤ C
∥∥∥Ls/2

a f
∥∥∥

Lp
ω(Rd)

.

Proof. Let sα/2∈(0, d), p∈(d′
σ, dσ+sα/2), and ω ∈A p

d′
σ

(Rd)∩RH
(

dσ+sα/2
p )′

(Rd).

To show this lemma, it suffices to prove that, for any g ∈ C∞
c (Rd),

(3.1)
∥∥∥| · |−αs/2L−s/2

a g
∥∥∥

Lp
ω(Rd)

≲ ∥g∥Lp
ω(Rd).

Define the linear operator TLa, s by setting, for any f ∈ C∞
c (Rd) and x ∈ Rd,

(3.2) TLa, sf(x) := |x|−αs/2 L−s/2
a f(x).

By (iv) and (v) of Lemma 2.2, we find that there exist d′
σ < p0 < p < q0 <

dσ+sα/2 such that ω ∈ A p
p0

(Rd)∩RH( q0
p )′(Rd). Fix a ball B := B(xB , rB) ⊆ Rd

and m ∈ (d/α + 1, +∞), and let

ArB
:= I −

(
I − e−rα

B La

)m

.

To show (3.1) via applying Proposition 2.5, it suffices to prove that, for any
j ≥ 2 and any function f supported in B,

(3.3)
(?

Sj(B)
|TLa, s (I − ArB

) f |q0 dx

)1/q0

≲ 2−(d+α)j

(?
B

|f |q0 dx

)1/q0
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and

(3.4)
(?

Sj(B)
|ArB

f |q0 dx

)1/q0

≲ 2−(d+α)j

(?
B

|f |p0 dx

)1/p0

.

We first prove the inequality (3.3). From the formula

L−s/2
a f = 1

Γ(s/2)

∫ ∞

0
ts/2e−tLaf

dt

t
,

and the fact that
I − ArB

=
(

I − e−rα
BLa

)m

,

it follows that

(3.5) TLa, s (I − ArB
) f = 1

Γ(s/2)

∫ ∞

0
ts/2| · |−αse−tLa

(
I − e−rα

BLa

)m

f
dt

t
.

Then, applying the Minkowski inequality to (3.5), we obtain that∥∥∥TLa, s

(
I − e−rα

BLα

)m

f
∥∥∥

Lq0 (Sj(B))

≲
1

Γ(s/2)

∫ ∞

0
ts/2

∥∥∥| · |−αse−tLa

(
I − e−rα

BLa

)m

f
∥∥∥

Lq0 (Sj(B))

dt

t

≲
1

Γ(s/2)

∫ rα
B

0
ts/2

∥∥∥| · |−αse−tLa

(
I − e−rα

BLa

)m

f
∥∥∥

Lq0 (Sj(B))

dt

t

+ 1
Γ(s/2)

∫ ∞

rα
B

ts/2
∥∥∥| · |−αse−tLa

(
I − e−rα

BLa

)m

f
∥∥∥

Lq0 (Sj(B))

dt

t

=: E1 + E2.(3.6)
For the term E1, we have that

E1 ≲

∫ rα
B

0
ts/2 ∥∥| · |−αse−tLaf

∥∥
Lq0 (Sj(B))

dt

t

+
m∑

k=1

∫ rα
B

0
ts/2

∥∥∥| · |−αse−(t+krα
B)Laf

∥∥∥
Lq0 (Sj(B))

dt

t
.(3.7)

Since the associated kernel of the linear operator

f(x) 7→ |x|−αs/2
e−(t+krα

B)Laf(x)

is |x|−αs/2
pt+krα

B
(x, y) for each k ∈ {0, 1, . . . , m}, it follows, from Lemma

2.10, that the kernel |x|−αs/2pt+krα
B

(x, y) is dominated by

|x|−αs/2
Dσ(x, t+krα

B)Dσ(y, t+krα
B) (t + krα

B)−d/α

[
(t+krα

B)1/α+|x−y|

(t+krα
B)1/α

]−d−α

≲ (t + krα
B)−αs/2

Dσ+αs/2(x, t + krα
B)Dσ(y, t + krα

B)

× (t + krα
B)−d/α

[
(t+krα

B)1/α+|x−y|
(t+krα

B
)1/α

]−d−α

.
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Therefore, by this, Lemma 2.9, and the fact that, for any t ∈ (0, rα
B), t+krα

B ∼
rα

B , we find that∥∥∥| · |−αs/2e−tLaf
∥∥∥

Lq0 (Sj(B))
≲
∣∣2jB

∣∣1/q0
t−s/2

( rB

t1/α

)d
(

2jrB

t1/α

)−d−α(?
B

|f |q0 dx

)1/q0

and, for any k ∈ {1, 2, . . . , m},∥∥∥| · |−αs/2e−(t+krα
B)Laf

∥∥∥
Lq0 (Sj(B))

≲
∣∣2jB

∣∣1/q0
r

−sα/2
B 2−j(d+α)

(?
B

|f |q0 dx

)1/q0

.

From this and (3.7), we deduce that

E1 ≲
∣∣2jB

∣∣1/q0

(?
B

|f |q0 dx

)1/q0

×

[∫ rα
B

0

( rB

t1/α

)d
(

2jrB

t1/α

)−d−α
dt

t
+
∫ rα

B

0
ts/2r

−sα/2
B 2−j(d+α) dt

t

]

≲ 2−j(d+α) ∣∣2jB
∣∣1/q0

(?
B

|f |q0 dx

)1/q0

.(3.8)

Now, we estimate the term E2. By the facts that(
I − e−rα

BLa

)m

=
∫ rα

B

0
· · ·
∫ rα

B

0
Lm

a e−(s1+···+sm)La ds⃗,

where ds⃗ := ds1 · · · dsm, and the associated kernel to the linear operator

f(x) 7→ |x|−αs/2
e−tLa

(
I − e−rα

BLa

)m

f(x)

is ∫ rα
B

0
· · ·
∫ rα

B

0
|x|−αs/2

pt+s1+···+sm,m(x, y) ds⃗,

Proposition 2.12, and the fact that t + s1 + · · · + sm ∼ t when t ≥ rα
B and

si ∈ (0, rα
B ] for i ∈ {1, . . . , m}, we conclude that |x|−αs/2pt+s1+···+sm,m(x, y)

is dominated by

|x|−αs/2
t−mDσ(x, t)Dσ(y, t)t−d/α

[
t1/α + |x − y|

t1/α

]−d−α

≲ t−(s/2+m)Dσ+αs/2(x, t)Dσ(y, t) (t + krα
B)−d/α

[
t1/α + |x − y|

t1/α

]−d−α

.

From this and Lemma 2.9, it follows that∥∥∥| · |−αs/2e−(t+krα
B)La

(
I − e−rα

BLa

)m

f
∥∥∥

Lq0 (Sj(B))

≲
∣∣2jB

∣∣1/q0
t−(s/2+m)

( rB

t1/α

)d/q0
(

1 + t1/α

2jrB

)d/q0 (
1 + 2jrB

t1/α

)−d−α(?
B

|f |q0 dx

)1/q0

,
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which further implies that

E2 ≲
∣∣2jB

∣∣1/q0

(?
B

|f |q0 dx

)1/q0

×
∫ ∞

rα
B

(
rα

B

t

)m ( rB

t1/α

)d/q0
(

1 + t1/α

2jrB

)d/q0 (
1 + 2jrB

t1/α

)−d−α
dt

t

≲
∣∣2jB

∣∣1/q0

(?
B

|f |q0 dx

)1/q0

×
∫ 2αjrB

α

rα
B

(
rα

B

t

)m ( rB

t1/α

)d/q0
(

1 + t1/α

2jrB

)d/q0 (
1 + 2jrB

t1/α

)−d−α
dt

t

+
∣∣2jB

∣∣1/q0

(?
B

|f |q0 dx

)1/q0

×
∫ ∞

2αjrα
B

(
rα

B

t

)m ( rB

t1/α

)d/q0
(

1 + t1/α

2jrB

)d/q0 (
1 + 2jrB

t1/α

)−d−α
dt

t

≲
∣∣2jB

∣∣1/q0

(?
B

|f |q0 dx

)1/q0 ∫ 2αjrα
B

rα
B

(
rα

B

t

)m ( rB

t1/α

)d/q0
(

2jrB

t1/α

)−d−α
dt

t

+
∣∣2jB

∣∣1/q0

(?
B

|f |q0 dx

)1/q0 ∫ ∞

2αjrα
B

(
rα

B

t

)m ( rB

t1/α

)d/q0
(

t1/α

2jrB

)d/q0 (2jrB

t1/α

)−d−α
dt

t

≲ 2−j(d+α) ∣∣2jB
∣∣1/q0

(?
B

|f |q0 dx

)1/q0

.

By this, (3.8), and (3.6), we find that (3.3) holds true.
Next, we show (3.4). Since

ArB
=

m∑
k=1

(−1)k

(
m

k

)
e−krα

BLa ,

where
(

m
k

)
:= m!

k!(m−k)! , it follows, from Lemma 2.10, that the kernel of ArB
is

dominated by

Dσ(x, rB)Dσ(y, rB)rB
−d

(
rB + |x − y|

rB

)−d−α

.

Therefore, applying (2.3) in Lemma 2.9 and similar to the proof of (3.3), we
prove (3.4). The details are omitted here. This finishes the proof of Lemma
3.1. □

Let γ ∈ (0, ∞). Now, we consider the following square function that, for any
f ∈ L2(Rd) and x ∈ Rd,

(3.9) SLa, γf(x) :=
(∫ ∞

0

∣∣(tLa)γ
e−tLaf(x)

∣∣2 dt

t

)1/2
.
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We remark that, by the functional calculus theory in [27], we find that the
square function SLa, γ is bounded on L2(Rd). Moreover, the weighted Lp(Rd)
boundedness of SLa, γ was given by Bui and Bui in [5].
Lemma 3.2. Let d ∈ N, γ ∈ (0, ∞), α ∈ (0, 2 ∧ d), a ∈ [a∗, ∞) with a∗

being as in (1.2), and σ be as in (1.3). Assume further that p ∈ (d′
σ, dσ) and

ω ∈ A p

d′
σ

(Rd) ∩ RH( dσ
p )′(Rd), where dσ is as in (1.4). Then there exists a

positive constant C, depending on p, d, [ω]A p

d′
σ

(Rd), and [ω]RH
( dσ

p
)′ (Rd), such

that, for any f ∈ Lp
ω(Rd),

C−1∥f∥Lp
ω(Rd) ≤ ∥SLa, γf∥Lp

ω(Rd) ≤ C∥f∥Lp
ω(Rd).

As a consequence, for any given s ∈ (0, 2], p ∈ (d′
σ, dσ), ω ∈ A p

d′
σ

(Rd) ∩
RH( dσ

p )′(Rd), and any f ∈ C∞
c (Rd),∥∥∥∥∥

(∫ ∞

0
t−s
∣∣tLae−tLaf

∣∣2 dt

t

)1/2
∥∥∥∥∥

Lp
ω(Rd)

≤ C
∥∥∥Ls/2

a f
∥∥∥

Lp
ω(Rd)

,

where C is a positive constant independent of f .
Theorem 3.3. Let TLa, s be as in (3.2) with s ∈ (0, ∞) being as in Lemma 3.1,
d ∈ N, α ∈ (0, 2∧d), a ∈ [a∗, ∞) with a∗ being as in (1.2), σ be as in (1.3), and
q ∈ (d′

σ, dσ+sα/2), where dσ and dσ+sα/2 are as in (1.4). Assume further that
d′

σ < p0 < q < q0 < dσ+αs/2, the weights ω and v satisfy that ω ∈ RHt(Rd)
with some t ∈ (( q0

q )′, ∞], and

(3.10)
[
ω, v1−( q

p0
)′]

A q
p0

(Rd)
:= sup

B⊆Rd

[?
B

ω dx

] [?
B

v1−( q
p0

)′
dx

] q
p0

−1
< ∞,

where the surpremum is taken over all balls B of Rd. Then TLa, s is bounded
from Lq

v(Rd) to Lq
ω(Rd), and there exists a positive constant C, depending on

q, d, s, and [ω]RHt(Rd), such that, for any f ∈ Lq
v(Rd),

∥TLa, sf∥Lq
ω(Rd) ≤ C∥f∥Lq

v(Rd).

Before proving Theorem 3.3, we need some conclusions which was proved in
Yang and Yang [31].
Lemma 3.4. Let γ ∈ [0, 1), p1, p2, p3 ∈ (0, ∞] satisfy p3 > p1 ∨ p2, and
F, f ∈ L1

loc(Rd). Assume that, for any ball B of Rd, there exist two measurable
functions FB and RB on B such that |F | ≤ |FB | + |RB | on B,

(3.11)
(?

B

|RB |p3 dx

)1/p3

≤ C1

{
[M (|f |p1) (x1)]

1
p1 + [Mγ (|f |p2) (x2)]

1
p2

}
with the usual modification made when p3 = ∞, and

(3.12)
(?

B

|FB |p1 dx

)1/p1

≤ ϵ [M (|f |p1) (x1)]
1

p1 + C2 [Mγ (|f |p2) (x2)]
1

p2
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for any x1, x2 ∈ B, where C1, C2, and ϵ are positive constants independent of
the functions F, f, RB , FB , and B. Assume further that ω ∈ RHs(Rd) with
some s ∈ (1, ∞], and a ∈ (1, p3

p1
). Then there exists a positive constant β0 ∈

[1, ∞), depending only on C1, C2, n, p1, p2, p3, a, and [ω]RHs(Rd), such
that, for any given β ∈ [β0, ∞), there exist an ε0 ∈ (0, ∞) and a κ0 ∈ (0, 1),
depending only on C1, C2, n, p1, p2, p3, a, [ω]RHs(Rn), and β, such that, if
ϵ ∈ [0, ϵ0) and κ ∈ (0, κ0), then, for any λ ∈ (0, ∞),

(3.13) ω (E (βλ)) ≤ β− (s−1)a
s ω (E (λ)) + ω

({
x ∈ Rd : Mγ (|f |p2) (x) > (κλ)

p2
p1

})
,

where, for any given λ ∈ (0, ∞),

E(λ) :=
{

x ∈ Rd : M (|F |p1) (x) > λ
}

.

Recall that a function Φ : [0, ∞) → [0, ∞) is called a Young function if Φ is
continuous, convex, strictly increasing, Φ(0) = 0, and Φ(t)

t → ∞ as t → ∞ (see,
for instance, [13]). Moreover, it is said that a Young function Φ is doubling if
there exists a positive constant C such that, for any t ∈ [0, ∞), Φ(2t) ≤ CΦ(t).

Let Φ be a Young function and B a ball in Rn. For any f ∈ L1
loc(Rn), the

normalized Luxembourg norm ∥f∥Φ, B of f on B is defined by setting

∥f∥Φ, B := inf
{

λ ∈ (0, ∞) :
?

B

Φ
(

|f(x)|
λ

)
dx ≤ 1

}
.

Let p ∈ (1, ∞), B be a ball in Rn, and Φ(t) := tp for any t ∈ [0, ∞). Then Φ is
a Young function and, for any f ∈ L1

loc(Rn),

∥f∥Φ, B =
(?

B

|f |p dx

) 1
p

=: ∥f∥p, B .

Lemma 3.5. Let p1, p2, p3 ∈ (0, ∞] satisfy p3 ∈ (p1 ∨ p2, ∞), q ∈ (p1 ∨ p2, p3),
Φ be a doubling Young function satisfying

(3.14)
∫ ∞

c

[
t( q

p2
)′

Φ(t)

] q
p2

−1
dt

t
< ∞

for some constant c ∈ (0, ∞), and F, f ∈ L1
loc(Rd). Assume that the weights ω

and v satisfy that ω ∈ RHs(Rd) with some s ∈ (( p3
q )′, ∞], and

(3.15) sup
B⊆Rd

(?
B

ωdx

)∥∥∥v− p2
q

∥∥∥ q
p2

Φ,B
< ∞,

where the supremum is taken over all balls B in Rd. Assume further that F and
f satisfy (3.11) and (3.12) with γ = 0 and some ϵ ∈ (0, ∞) such that (3.13)
holds true. Then there exists a positive constant C, independent of F and f ,
such that

∥F∥Lq
ω(Rd) ≤ C ∥f∥Lq

v(Rd) .

Next, we show Theorem 3.3 by using Lemmas 3.4 and 3.5.
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Proof of Theorem 3.3. Assume that B := B(xB , rB), with xB ∈ Rd and rB ∈
(0, ∞), is a ball of Rd, m > d/αq′

0 + 1, and f ∈ L∞
c (Rd). Let F := TLa, s(f),

FB := TLa, s(I − e−rα
BLa)m(f), and RB := TLa, s[I − (I − e−rα

BLa)m](f). Then
|F | ≤ |FB | + |RB | on B.

Now, let d′
σ < p̄ < p0 < q0 < q̄ < dσ+sα/2, where p̄, q̄ ∈ (1, ∞). By (3.10),

we conclude that (3.14) and (3.15) hold true for Φ(t) := t( q0
q )′

, p1 = p2 := p̄,
and p3 := q̄.

To show Theorem 3.3, by Lemma 3.5, it suffices to prove that, for any
f ∈ C∞

c (Rd) and any x1 ∈ B,(?
B

|FB |p̄ dx

)1/p̄

≲
∞∑

j=1
g1(j)

(?
2j+1B

|f |p̄ dx

)1/p̄

≲
[
M
(
|f |p̄

)
(x1)

] 1
p̄ ,(3.16)

where
∑∞

j=1 g1(j) ≲ 1, and, for any x2 ∈ B,(?
B

|RB |q̄ dx

)1/q̄

≲
∞∑

j=1
g2(j)

(?
B

|f |p̄ dx

)1/p̄

≲
[
M
(

|f |p̄
)

(x2)
] 1

p̄

,(3.17)

where
∑∞

j=1 g2(j) ≲ 1.
To obtain (3.16), we first have(?

B

|FB |p̄ dx

)1/p̄

=
[?

B

∣∣∣TLa, s

(
I − e−rα

BLa

)m

(f)
∣∣∣p̄ dx

]1/p̄

≲
∞∑

j=1

[?
B

∣∣∣TLa, s

(
I − e−rα

BLa

)m

(fj)
∣∣∣p̄ dx

]1/p̄

,(3.18)

where, for any j ∈ N, fj := fχSj(B). By the formula

L−s/2
a = 1

Γ(s/2)

∫ ∞

0
ts/2e−tLa

dt

t
,

and the fact that
I − ArB

=
(

I − e−rα
BLa

)m

,

we conclude that

TLa, s (I − ArB
) fj(x) = 1

Γ(s/2)

∫ ∞

0
ts/2|x|−αse−tLa

(
I − e−rα

BLa

)m

fj(x) dt

t
.

Applying the Minkowski inequality to (3.18), we obtain that∥∥∥TLa, s

(
I − e−rα

BLα

)m

fj

∥∥∥
Lp̄(B)

≲
1

Γ(s/2)

∫ ∞

0
ts/2

∥∥∥| · |−αse−tLa

(
I − e−rα

BLa

)m

fj

∥∥∥
Lp̄(B)

dt

t

≲
1

Γ(s/2)

∫ rα
B

0
ts/2

∥∥∥| · |−αse−tLa

(
I − e−rα

BLa

)m

fj

∥∥∥
Lp̄(B)

dt

t
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+ 1
Γ(s/2)

∫ ∞

rα
B

ts/2
∥∥∥| · |−αse−tLa

(
I − e−rα

BLa

)m

fj

∥∥∥
Lp̄(B)

dt

t

=: F1 + F2.

For the term F1, we find that

F1 ≲

∫ rα
B

0
ts/2 ∥∥| · |−αse−tLafj

∥∥
Lp̄(B)

dt

t

+
m∑

k=1

∫ rα
B

0
ts/2

∥∥∥| · |−αse−(t+krα
B)Lafj

∥∥∥
Lp̄(B)

dt

t
.(3.19)

Since the associated kernel of the linear operator

f(x) 7→ |x|−αs/2e−(t+krα
B)Laf(x)

is |x|−αs/2pt+krα
B

(x, y) for each k ∈ {0, 1, . . . , m}, it follows, from Lemma 2.10,
that the kernel |x|−αs/2pt+krα

B
(x, y) is dominated by

C|x|−αs/2Dσ(x, t+krα
B)Dσ(y, t+krα

B) (t + krα
B)−d/α

[
(t+krα

B)1/α+|x−y|
(t+krα

B
)1/α

]−d−α

≲ (t + krα
B)−αs/2

Dσ+αs/2(x, t + krα
B)Dσ(y, t + krα

B) (t + krα
B)−d/α

×
[

(t+krα
B)1/α+|x−y|

(t+krα
B

)1/α

]−d−α

.

Therefore, applying Lemma 2.9, we conclude that∥∥∥| · |−αs/2e−tLafj

∥∥∥
Lp̄(B)

≲ |B|1/p̄
t−s/2

(
2jrB

t1/α

)d(2jrB

t1/α

)−d−α
(?

Sj(B)
|fj |p̄ dx

)1/p̄

≲ |B|1/p̄t−s/2
(

2jrB

t1/α

)−α
(?

Sj(B)
|fj |p̄ dx

)1/p̄

and, for any k ∈ {1, 2, . . . , m} and t ∈ (0, rα
B),∥∥∥| · |−αs/2e−(t+krα

B)Lafj

∥∥∥
Lp̄(B)

≲ |B|1/p̄r
−sα/2
B 2jd2−j(d+α)

(?
Sj(B)

|fj |p̄ dx

)1/p̄

∼ |B|1/p̄r
−sα/2
B 2−jα

(?
Sj(B)

|fj |p̄ dx

)1/p̄

,

which, combined with (3.19), further implies that

F1 ≲ |B|1/p̄

(?
Sj(B)

|fj |p̄ dx

)1/p̄ [∫ rα
B

0

(
2jrB

t1/α

)−α
dt

t
+
∫ rα

B

0
ts/2r

−sα/2
B 2−jα dt

t

]
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≲ 2−jα |B|1/p̄

(?
Sj(B)

|fj |p̄dx

)1/p̄

.

Next, we estimate F2. Using the facts that(
I − e−rα

BLa

)m

=
∫ rα

B

0
· · ·
∫ rα

B

0
Lm

a e−(s1+···+sm)Lads⃗,

where ds⃗ := ds1 · · · dsm, and the associated kernel to the linear operator

f(x) 7→ |x|−αs/2e−tLa

(
I − e−rα

BLa

)m

f(x)

is ∫ rα
B

0
· · ·
∫ rα

B

0
|x|−αs/2pt+s1+···+sm,m(x, y) ds⃗,

from Proposition 2.12 and the fact that t + s1 + · · · + sm ∼ t for t ≥ rα
B and

si ∈ (0, rα
B ] for any i ∈ {1, . . . , m}, we deduce that |x|−αs/2pt+s1+···+sm,m(x, y)

is dominated by

C |x|−αs/2
t−mDσ(x, t)Dσ(y, t)t−d/α

(
t1/α + |x − y|

t1/α

)−d−α

≲ t−(s/2+m)Dσ+αs/2(x, t)Dσ(y, t) (t + krα
B)−d/α

(
t1/α + |x − y|

t1/α

)−d−α

.

Then, applying Lemma 2.9, we find that∥∥∥| · |−αs/2e−(t+krα
B)La

(
I − e−rα

BLa

)m

fj

∥∥∥
Lp̄(B)

≲ |B|1/p̄
t−(s/2+m)

(
2jrB

t1/α

)d/p̄(
1+ t1/α

rB

)d/p̄(
1+ 2jrB

t1/α

)−d−α
(?

Sj(B)
|fj |p̄ dx

)1/p̄

.

From this, we deduce that

F2 ≲ |B|1/p̄

(?
Sj(B)

|fj |p̄ dx

)1/p̄

×
∫ ∞

rα
B

(
rα

B

t

)m(2jrB

t1/α

)d/p̄(
1 + t1/α

rB

)d/p̄(
1 + 2jrB

t1/α

)−d−α
dt

t

≲ |B|1/p̄

(?
Sj(B)

|f |p̄ dx

)1/p̄ ∫ ∞

rα
B

(
rα

B

t

)m(2jrB

t1/α

)d/p̄(
t1/α

rB

)d/p̄(2jrB

t1/α

)−d−α
dt

t

≲ 2−jα |B|1/p̄

(?
Sj(B)

|fj |p̄ dx

)1/p̄

.

In combination with the estimates of F1 and F2, we complete the proof of
(3.16).
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Next, we prove inequality (3.17). By Lemma 2.13, we find that(?
B

|RB |q̄ dx

)1/q̄

=
(?

B

|TLa, sArB
(f)|q̄ dx

)1/q̄

≲

(∫
Rd

1
|B|

|ArB
(f)|q̄ dx

)1/q̄

≲
∞∑

j=1

(∫
Sj(B)

1
|B|

|ArB
(f)|q̄ dx

)1/q̄

≲
∞∑

j=1

(?
Sj(B)

2jd |ArB
(f)|q̄ dx

)1/q̄

.(3.20)

Applying (3.4) to (3.20), we conclude that(?
B

|RB |q̄ dx

)1/q̄

≲
∞∑

j=1

(?
Sj(B)

2jd |ArB
(f)|q̄ dx

)1/q̄

≲
∞∑

j=1
2jd/q̄2−(d+α)j

(?
B

|f |p̄ dx

)1/p̄

≲
[
M
(

|f |p̄
)

(x2)
] 1

p̄

,

which completes the proof of (3.17).
From (3.16) and (3.17), it follows that (3.11) and (3.12) hold true for p1 =

p2 := p̄, p3 := q̄, and ϵ := 0. Thus, applying Lemma 3.5, we finish the proof of
Theorem 3.3. □

We now prove the two-weight boundedness of SLa, γ in the scale of weighted
Lebesgue spaces.

Theorem 3.6. Let γ ∈ (0, ∞), SLa, γ be as in (3.9), d ∈ N, α ∈ (0, 2 ∧ d),
a ∈ [a∗, ∞) with a∗ being as in (1.2), σ be as in (1.3), and q ∈ (d′

σ, dσ) with dσ

being as in (1.4). Assume further that d′
σ < p0 < q < q0 < dσ and the weights

ω and v satisfy that ω ∈ RHs(Rd) with some s ∈ (( q0
q )′, ∞] and,

(3.21)
[
ω, v1−( q

p0
)′]

A q
p0

(Rd)
:= sup

B⊆Rd

[?
B

ω dx

] [?
B

v1−( q
p0

)′
dx

] q
p0

−1
< ∞,

where the surpremum is taken over all balls B of Rd. Then SLa, γ is bounded
from Lq

v(Rd) to Lq
ω(Rd), and there exists a positive constant C such that, for

any f ∈ Lq
v(Rd),

∥SLa, γf∥Lq
ω(Rd) ≤ C∥f∥Lq

v(Rd).

As a consequence, for any s ∈ (0, 2] and p ∈ (d′
σ, dσ),∥∥∥∥∥

(∫ ∞

0
t−s
∣∣tLae−tLaf

∣∣2 dt

t

)1/2
∥∥∥∥∥

Lq
ω(Rd)

≤ C
∥∥∥Ls/2

a f
∥∥∥

Lq
v(Rd)

.
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Proof. Assume that B := B (xB , rB), with xB ∈ Rd and rB ∈ (0, ∞), is a ball
of Rd, m > d/α + 1, and f ∈ C∞

c (Rd).
Let F := SLa, γ(f),

FB := SLa, γ

(
I − e−rα

BLa

)m

(f),

and
RB := SLa, γ

[
I −

(
I − e−rα

BLa

)m]
(f).

Then |F | ≤ |FB | + |RB | on B. Let d′
σ < p̄ < p0 < q0 < q̄ < dσ, where

p̄, q̄ ∈ (1, ∞). By (3.21), we conclude that (3.14) and (3.15) hold true for
Φ(t) := t( q0

q )′
, p1 = p2 := p̄, and p3 := q̄.

To show Theorem 3.6, by Lemma 3.5, it suffices to prove that, for any
f ∈ C∞

c (Rd) and any x1 ∈ B,(?
B

|FB |p̄ dx

)1/p̄

≲
∞∑

j=1
g1(j)

(?
2j+1B

|f |p̄ dx

)1/p̄

≲
[
M
(
|f |p̄

)
(x1)

] 1
p̄ ,(3.22)

where
∑∞

j=1 g1(j) ≲ 1, and for any x2 ∈ B,(?
B

|RB |q̄ dx

)1/q̄

≲
∞∑

j=1
g2(j)

(?
B

|f |p̄ dx

)1/p̄

≲
[
M
(

|f |p̄
)

(x2)
] 1

p̄

,(3.23)

where
∑∞

j=1 g2(j) ≲ 1.
We prove (3.22) by considering the following two cases.
Case 1. p̄ ≤ 2. In this case, by the Hölder inequality, we have(?

B

|FB |p̄ dx

)1/p̄

=
(?

B

∣∣∣SLa, γ

(
I − e−rα

BLa

)m

(f)
∣∣∣p̄ dx

)1/p̄

≲

(?
B

∣∣∣SLa, γ

(
I − e−rα

BLa

)m

(f)
∣∣∣2 dx

)1/2
.

Thus, it remains to show that, for any x1 ∈ B,[?
B

∣∣∣SLa, γ

(
I − e−rα

BLa

)m

(f)
∣∣∣2 dx

]1/2
≲
[
M
(
|f |p̄

)
(x1)

]1/p̄
.

We observe that [?
B

∣∣∣SLa, γ

(
I − e−rα

BLa

)m

(f)
∣∣∣2 dx

]1/2

≲
∞∑

j=1

[?
B

∣∣∣SLa, γ

(
I − e−rα

BLa

)m

(fj)
∣∣∣2 dx

]1/2
,

where, for any j ∈ N, fj := fχSj(B). Meanwhile, note that, for every g ∈
L2(Rd) and s ∈ (0, ∞),∫ ∞

t

Ls+1
a e−τLag dτ = Ls

ae−tLag,
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which, combined with Proposition 2.11, implies that∥∥Ls
ae−tLag

∥∥
L2(B) ≤

∫ ∞

t

∥∥Ls+1
a e−τLag

∥∥
L2(B) dτ.

By this, we conclude that{∫ ∞

0

∥∥(tLa)γ
e−tLag

∥∥2
L2(B)

dt

t

}1/2

≤

[∫ ∞

0
t2γ

(∫ ∞

t

∥∥Ls+1
a e−τLag

∥∥2
L2(B) dτ

)2
dt

t

]1/2

≤
[∫ ∞

0

∥∥∥(τLa)s+1
e−τLag

∥∥∥2

L2(B)

dτ

τ

]1/2
.

From now on, let γ > 1 + 2 [0 ∨ (σ/α)]. For j = 0, from the L2(Rd)-
boundedness of SLa, γ and ArB

, we deduce that, for any x1 ∈ B,(?
B

∣∣∣SLa, γ

(
I − e−rα

BLa

)m

(f0)
∣∣∣2 dx

)1/2
≲
[
M
(

|f |p̄
)

(x1)
]1/p̄

.

For j ≥ 1, applying the Minkowski inequality, we find that[?
B

∣∣∣SLa, γ

(
I − e−rα

BLa

)m

(fj)
∣∣∣2 dy

]1/2

≲ |B|−1/2
(∫ ∞

0

∥∥(tLa)γ
e−tLa (I − ArB

) fj

∥∥2
L2(B)

dt

t

)1/2

≲ |B|−1/2

(∫ rα
B

0

∥∥(tLa)γ
e−tLa (I − ArB

) fj

∥∥2
L2(B)

dt

t

)1/2

+ |B|−1/2

(∫ ∞

rα
B

∥∥(tLa)γ
e−tLa (I − ArB

) fj

∥∥2
L2(B)

dt

t

)1/2

=: E1 + E2.

Since

(tLa)γ
e−tLa (I − ArB

) = (tLa)γ
e−tLa

(
I − e−tLa

)m

=
m∑

k=0
(−1)k

(
m

k

)
(tLa)γ

e−(t+krα
B)La

= (tLa)γ
e−tBLa +

m∑
k=1

(−1)k

(
m

k

)
(tLa)γ

e−(t+krα
B)La ,

it follows, from Proposition 2.12 with γ > 1 + 2[0 ∨ (σ/α)] and the fact that
t + krα

B ∼ rα
B for any t ∈ (0, rα

B) and k ≥ 1, that the kernel of (tLa)γe−tLa(I −
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ArB
) is dominated by

CtγDσ(x, t)Dσ(y, t)t−(γ+d/α)
(

t1/α + |x − y|
t1/α

)−d−α

+ CtγDσ(x, rα
B)Dσ(y, rα

B) (rα
B)−(γ+d/α)

(
rB + |x − y|

rB

)−d−α

.

Consequently, applying (2.4) in Lemma 2.9, we infer that

|B|−1/2 ∥∥(tLa)γ
e−tLa (I − ArB

) fj

∥∥
L2(B)

≲

(
2jrB

t1/α

)d(
1 + t1/α

rB

)d/2(
1 + 2jrB

t1/α

)−d−α
(?

Sj(B)
|fj |p̄ dx

)1/p̄

+
(

t

rα
B

)γ

(2j)d2d/2 (1 + 2j
)−d−α

(?
Sj(B)

|fj |p̄ dx

)1/p̄

≲

(
2jrB

t1/α

)d(2jrB

t1/α

)−d−α
(?

Sj(B)
|fj |p̄ dx

)1/p̄

+
(

t

rα
B

)γ

2−jα

(?
Sj(B)

|fj |p̄ dx

)1/p̄

,

which further implies that

E1 ≲ 2−jα

(?
Sj(B)

|fj |p̄ dx

)1/p̄

.

Next, we estimate E2. Note first that(
I − e−rα

BLa

)m

=
∫ rα

B

0
· · ·
∫ rα

B

0
Lm

a e−(s1+···+sm)La ds⃗,

where ds⃗ := ds1 · · · dsm. Therefore,∥∥(tLa)γ
e−tLa (I − ArB

) fj

∥∥
L2(B)

≤
∫ rα

B

0
· · ·
∫ rα

B

0

∥∥∥tγLa
γ+me−(t+s1+···+sm)Lafj

∥∥∥
L2(B)

ds⃗.

From this, Proposition 2.12, and the fact that t + s1 + · · · + sm ∼ t for any
t ∈ [rα

B , ∞) and si ∈ (0, rα
B ] with i ∈ {1, . . . , m}, we deduce that

|B|−1/2 ∥∥(tLa)γ
e−tLa (I − ArB

) fj

∥∥
L2(B)

≲
∫ rα

B

0
· · ·
∫ rα

B

0
t−m

(
2jrB

t1/α

)d/2(
1 + t1/α

rB

)d/2(
1 + 2jrB

t1/α

)−d−α
(?

Sj(B)
|fj |p̄ dx

)1/p̄

ds⃗
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≲

(
rα

B

t

)m(2jrB

t1/α

)d/2(
1 + t1/α

rB

)d/2(
1 + 2jrB

t1/α

)−d−α
(?

Sj(B)
|fj |p̄ dx

)1/p̄

,

which further implies that

E2 ≲
∫ ∞

rα
B

(
rα

B

t

)m(2jrB

t1/α

)d/2(
1 + t1/α

rB

)d/2(
1 + 2jrB

t1/α

)−d−α
(?

Sj(B)
|fj |p̄ dx

)1/p̄
dt

t

≲
∫ ∞

rα
B

(
rα

B

t

)m(2jrB

t1/α

)d/2(
t1/α

rB

)d/2(2jrB

t1/α

)−d−α
(?

Sj(B)
|fj |p̄ dx

)1/p̄
dt

t

≲ 2−j(d/2+α)

(?
Sj(B)

|fj |p̄ dx

)1/p̄

as m > d/α + 1. By the estimates of E1 and E2, we conclude that, for any
x1 ∈ B,[?

B

∣∣∣SLa, γ

(
I − e−rα

BLa,s

)m

(f)
∣∣∣2 dx

]1/2
≲ [M (|f |p0) (x1)]1/p0 .

Case 2. p̄ > 2. In this case, applying the Minkowski inequality, we obtain
that [?

B

∣∣∣SLa, γ

(
I − e−rα

BLa

)m

(f)
∣∣∣p̄ dx

]1/p̄

≲ |B|−1/2
[∫ ∞

0

∥∥∥(tLa)γ
e−tLa

(
I − e−rα

BLa

)m

fj

∥∥∥2

Lp̄(B)

dt

t

]1/2

≲ |B|−1/2

[∫ rα
B

0

∥∥∥(tLa)γ
e−tLa

(
I − e−rα

BLa

)m

fj

∥∥∥2

Lp̄(B)

dt

t

]1/2

+ |B|−1/2

[∫ ∞

rα
B

∥∥∥(tLa)γ
e−tLa

(
I − e−rα

BLa

)m

fj

∥∥∥2

Lp̄(B)

dt

t

]1/2

≲ 2−jα

(?
Sj(B)

|fj |p̄ dx

)1/p̄

+ 2−j(d/2+α)

(?
Sj(B)

|fj |p̄ dx

)1/p̄

.

The remainder proof in the case of p̄ > 2 is similar to that in the case of p̄ ≤ 2,
and we omit the details. In combination with the estimates in both Cases 1
and 2, we then finish the proof of (3.22).

Next, we prove that (3.23). Using Lemma 3.2 and (3.4), by suitable modifi-
cation for the proof of (3.17), we can show that, for any x2 ∈ B,(?

B

|RB |q̄ dx

)1/q̄

=
[?

B

|SLa, γArB
(f)|q̄ dx

]1/q̄
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≲

[∫
Rd

1
|B|

|ArB
(f)|q̄ dx

]1/q̄

≲
∞∑

j=1

[∫
Sj(B)

1
|B|

|ArB
(f)|q̄ dx

]1/q̄

≲
∞∑

j=1

[?
Sj(B)

2jd |ArB
(f)|q̄ dx

]1/q̄

≲
∞∑

j=1
2jd/q̄2−(d+α)j

(?
B

|f |p̄ dx

)1/p̄

≲
[
M
(
|f |p̄

)
(x2)

] 1
p̄ ,

which completes the proof of (3.23).
Then, from (3.22) and (3.23), it follows that (3.11) and (3.12) hold true for

p1 = p2 := p̄, p3 := q̄, and ϵ := 0. Thus, applying Lemma 3.5, we finish the
proof of Theorem 3.6. □

Finally, we are turning to the proof of Theorem 1.1.

Proof of Theorem 1.1. By the functional calculus associated with La, we have
that, for any g ∈ Lq′(Rd) ∩ L2(Rd),∫

Rd

f(x)g(x) dx = c(α)

∫
Rd

∫ ∞

0
(tLa)2γ

e−2tLaf(x)g(x) dt

t
dx,

where c(α) :=
∫∞

0 t2γe−2t dt
t . Then applying the Hölder inequality, we find that∣∣∣∣∫

Rd

f(x)g(x) dx

∣∣∣∣ ≲ ∣∣∣∣∫
Rd

∫ ∞

0
(tLa)2γ

e−2tLaf(x)g(x) dt

t
dx

∣∣∣∣
≲

∫
Rd

∫ ∞

0

∣∣(tLa)γ
e−tLaf(x) (tLa)γ

e−tLag(x)
∣∣ dt

t
dx

≲

∫
Rd

SLa, γf(x)SLa, γg(x) dx.

Furthermore, for any q ∈ (p0, q0), we have q′ ∈ (q′
0, p′

0). Assume that[
ω1−q′

, v
(1−q′)(1−( q′

q′
0

)′)
]

A p

q′
0

(Rd)
< ∞,

and ω1−q′ ∈ RHs0(Rd) with s0 ∈ (( p′
0

q′ )′, ∞]. Then, from Theorem 3.6, we
deduce that

∥SLa, γg∥
Lq′

ω1−q′ (Rd) ≲ ∥g∥
Lq′

v1−q′ (Rd) ,

which further implies that∫
Rd

SLa, γf(x)SLa, γg(x) dx ≲ ∥SLa, γf∥Lq
ω(Rd) ∥SLa, γg∥

Lq′

ω1−q′ (Rd)
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≲ ∥SLa, γf∥Lq
ω(Rd) ∥g∥

Lq′

v1−q′ (Rd) .

As a consequence, we obtain that
∥f∥Lq

v(Rd) ≲ ∥SLa, γf∥Lq
ω(Rd) .

Fix 0 < s ≤ 2 and d′
σ < p < dsα/2+σ. Then, by Theorems 3.3 and 3.6 and

Lemma 2.14, we conclude that∥∥∥(−∆)αs/4
f
∥∥∥

Lp
ω(Rd)

≲

∥∥∥∥∥
{∫ ∞

0
t−s
∣∣∣t(−∆)α/2e−t(−∆)α/2

f
∣∣∣2 dt

t

}1/2
∥∥∥∥∥

Lp
ω(Rd)

≲

∥∥∥∥∥
{∫ ∞

0
t−s
∣∣∣(tLae−tLa − t (−∆)α/2

e−t(−∆)α/2
)

f
∣∣∣2 dt

t

}1/2
∥∥∥∥∥

Lp
ω(Rd)

+

∥∥∥∥∥
(∫ ∞

0
t−s
∣∣tLae−tLaf

∣∣2 dt

t

)1/2
∥∥∥∥∥

Lp
ω(Rd)

≲

∥∥∥∥ f

|x|sα/2

∥∥∥∥
Lp

ω(Rd)
+
∥∥∥Ls/2

a f
∥∥∥

Lp
v(Rd)

≲
∥∥∥Ls/2

a f
∥∥∥

Lp
v(Rd)

.

Conversely, for any d′
σ < p < d

(sα/2)∨σ , we find that

∥∥∥Ls/2
a f

∥∥∥
Lp

v(Rd)
≲

∥∥∥∥∥∥
(∫ ∞

rα
B

t−s
∣∣tLae−tLaf

∣∣2 dt

t

)1/2
∥∥∥∥∥∥

Lp
ω(Rd)

≲
∥∥∥(−∆)αs/4f

∥∥∥
Lp

ω(Rd)
.

This finishes the proof of Theorem 1.1. □

4. Vertical square functions associated with La

In this section, we first recall the extrapolation theorem and the change
of angle formula. Then we establish the weighted norm estimates related to
vertical square functions for the operator La. Using these estimates of vertical
square functions, we then obtain an application to new Hardy spaces associated
with La.

4.1. Extrapolation and change of angle

In this subsection, we recall the extrapolation theorem and the change of
angle formulas, which were proved by Chen, Martell, and Prisuelos Arribas in
[11].

Lemma 4.1. Let F be a given family of pairs (f, g) of non-negative and not
identically zero measurable functions.
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(i) Suppose that, for some fixed exponent p0 ∈ [1, ∞), any weight v ∈
Ap0(Rd), and any (f, g) ∈ F ,∫

Rd

f(x)p0v(x) dx ≤ C(v,p0)

∫
Rd

g(x)p0v(x) dx.

Then, for any p ∈ (1, ∞), any v ∈ Ap(Rd), and any (f, g) ∈ F ,∫
Rd

f(x)pv(x) dx ≤ C(v,p)

∫
Rd

g(x)pv(x) dx,

where C(v,p) is a positive constant independent of f and g.
(ii) Suppose that, for some fixed exponent q0 ∈ [1, ∞), any weight v ∈

RHq′
0
(Rd), and any (f, g) ∈ F ,∫

Rd

f(x)
1

q0 v(x) dx ≤ C(v,q0)

∫
Rd

g(x)
1

q0 v(x) dx.

Then, for any q ∈ (1, ∞), any v ∈ RHq(Rd), and any (f, g) ∈ F ,∫
Rd

f(x)
1
q v(x) dx ≤ C(v,q)

∫
Rd

g(x)
1
q v(x) dx,

where C(v,q) is a positive constant independent of f and g.
(iii) Suppose that, for some fixed exponent r0 ∈ (0, ∞), any v ∈ A∞(Rd),

and any (f, g) ∈ F ,∫
Rd

f(x)r0v(x) dx ≤ C(v,r0)

∫
Rd

g(x)r0v(x) dx.

Then, for any r ∈ (0, ∞), any v ∈ A∞(Rd), and any (f, g) ∈ F ,∫
Rd

f(x)rv(x) dx ≤ C(v,r)

∫
Rd

g(x)rv(x) dx,

where C(v,r) is a positive constant independent of f and g.
(iv) Suppose that, for some fixed 0 < p0 < p < q0 < ∞, any v ∈ A p

p0
(Rd) ∩

RH( q0
p )′ (Rd), and any (f, g) ∈ F ,∫

Rd

f(x)pv(x) dx ≤ C(v,p)

∫
Rd

g(x)pv(x) dx.

Then, for any q ∈ (p0, q0), any v ∈ A q
p0

(Rd)
⋂

RH( q0
q )′ (Rd) , and any

(f, g) ∈ F ,∫
Rd

f(x)qv(x) dx ≤ C(v,q)

∫
Rd

g(x)qv(x) dx,

where C(v,q) is a positive constant independent of f and g.
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Lemma 4.2. Let r ∈ (1, ∞) and v ∈ RHr′(Rd). Then, for any q ∈ (1, r),
β ∈ (0, 1), and t ∈ (0, ∞), there exists a positive constant C such that, for any
measurable function h on Rd+1

+ := Rd × (0, ∞),∫
Rd

(∫
B(x,βt)

|h(y, t)| dy

|B(y, βt)|

) 1
q

v(x) dx

≤ Cβd( 1
r − 1

q )
∫
Rd

(∫
B(x,t)

|h(y, t)| dy

|B(y, t)|

) 1
q

v(x) dx.

4.2. Weighted norm estimates related to vertical square functions

In this subsection, we prove weighted norm estimates related to several ver-
tical square functions associated with La, which further implies the two-weight
boundedness for vertical square functions.

By Lemma 4.2, we are now to show the following conclusions.

Theorem 4.3. Let d ∈ N, B := B(x, t) with (x, t) ∈ Rd+1
+ := Rd × (0, ∞),

and σ be as in (1.3). Then, for any given p ∈ (d′
σ, ∞) and any v ∈ A p

d′
σ

(Rd)
with dσ being as in (1.4), there exists a positive constant C such that, for any
f ∈ Lp

v(Rd),
∥Sm,Hf∥Lp

v(Rd) ≤ C ∥sm,Hf∥Lp
v(Rd) ,

where sm,H and Sm,H are as in (1.7) and (1.9), respectively.

Proof. Let p ∈ (d′
σ, ∞) and v ∈ A p

d′
σ

(Rd). Then there exists a constant p0 such
that d′

σ < p0 < min {2, p} and v ∈ A p
p0

(Rd). To show Theorem 4.3, by Lemma
4.1(i), it suffices to prove that, for any v0 ∈ A 2

p0
(Rd) and f ∈ L2

v0
(Rd),

(4.1) ∥Sm,Hf∥L2
v0 (Rd) ≲ ∥sm,Hf∥L2

v0 (Rd) .

Let v0 ∈ A 2
p0

(Rd), f ∈ L2
v0

(Rd), and F (y, t) := (t
√

La)mf(y) for any (y, t) ∈
Rd+1

+ . Applying (2.1), (2.4), and Remark 2.3, we find that, for any x ∈ Rd,

Sm,Hf(x) ≲
[∫ ∞

0

?
B(x,t

2
α )

∣∣∣e−t2LaF (y, t)
∣∣∣2 dydt

t

] 1
2

≲
∞∑

j=1
2−jα

{∫ ∞

0

[?
B(x,2j+1t

2
α )

∣∣∣e− t2
2 LaF (y, t)

∣∣∣p0
dy

] 2
p0 dt

t

} 1
2

≲
∞∑

j=1
2−jα

[∫ ∞

0

?
B(x,2j+1t

2
α )

∣∣∣e− t2
2 LaF (y, t)

∣∣∣2 dν0(y)dt

t

] 1
2

≲
∞∑

j=1
2−jα

[∫ ∞

0

∫
B(x,2j+1t

2
α )

∣∣∣e− t2
2 LaF (y, t)

∣∣∣2 dν0(y)
v0(B(y, 2j+1t

2
α ))

dt

t

] 1
2

,
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which further implies that

∥Sm,Hf∥L2
v0 (Rd)

≲
∞∑

j=1
2−jα

[∫ ∞

0

∫
Rd

∣∣∣e− t2
2 LaF (y, t)

∣∣∣2 ∫
B(y,2j+1t

2
α )

dν0(x)
v0(B(y, 2j+1t

2
α ))

dν0(y)dt

t

] 1
2

≲
∞∑

j=1
2−jα

[∫ ∞

0

∫
Rd

∣∣∣e−t2LaF
(

y,
√

2t
)∣∣∣2 dν0(y)dt

t

] 1
2

≲

[∫
Rd

∫ ∞

0

∣∣∣e−t2LaF (y, t)
∣∣∣2 dt

t
dν0(y)

] 1
2

∼ ∥sm,Hf∥L2
v0 (Rd) .

This finishes the proof of (4.1) and hence of Theorem 4.3. □

Lemma 4.4. Let d ∈ N, 0 < p0 < 2 < q0 < ∞, r ∈ [q0/2, ∞), v0 ∈ A 2
p0

(Rd) ∩
RHr′(Rd), a ∈ [1, ∞), and u ∈ (0, 1/4). Then there exist positive constants C1
and C2 such that, for any measurable function F on Rd+1

+ ,(∫
Rd

∫ ∞

0

∫
B(x,(at)

2
α )

∣∣∣e− t2
4u LaF (y, t)

∣∣∣2 dydt

t(at) 2d
α

dν0(x)
) 1

2

≤ C1

∫ ∞

0

∫
Rd

(∫
B(x,(at)

2
α )

∣∣∣e− t2
4u LaF (y, t)

∣∣∣q0 dy

(at) 2d
α

) 2
q0

dν0(x)dt

t


1
2

≤ C2u
2
α d( 1

4r − 1
2q0

)
(∫
Rd

∫ ∞

0
|F (y, t)|2 dt

t
v0(y)dy

) 1
2

.

Proof. We fix v0, p0, q0, r, a, and u as in Lemma 4.4, and let

I :=
(∫
Rd

∫ ∞

0

∫
B(x,(at)

2
α )

∣∣∣e− t2
4u LaF (y, t)

∣∣∣2 dydt

t(at) 2d
α

dν0(x)
) 1

2

.

Then, by the Jenssen inequality and the Fubini theorem, we conclude that

(4.2) I ≲

∫ ∞

0

∫
Rd

(∫
B(x,(at)

2
α )

∣∣∣e− t2
4u LaF (y, t)

∣∣∣q0 dy

(at) 2d
α

) 2
q0

dν0(x)dt

t


1
2

=: II.

Then, from (2.1), (2.4), Lemma 4.2 with β := (2
√

u) 2
α < 1, and q := q0

2 , we
deduce that

II =


∫ ∞

0

∫
Rd

[∫
B(x,( at

2
√

u
)

2
α (2

√
u)

2
α )

∣∣∣e− t2
4u LaF (y, t)

∣∣∣q0 dy

(at) 2d
α

] 2
q0

dν0(x)dt

t


1
2
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≲ u
2
α d( 1

4r − 1
2q0

)


∫ ∞

0

∫
Rd

[?
B(x,( at

2
√

u
)

2
α )

∣∣∣e− t2
4u LaF (y, t)

∣∣∣q0
dy

] 2
q0

dν0(x)dt

t


1
2

≲ u
2
α d( 1

4r − 1
2q0

)

×
∑

j

2−jα


∫ ∞

0

∫
Rd

[?
B(x,(2j+1 at

2
√

u
)

2
α )

∣∣∣e− t2
4u LaF (y, t)

∣∣∣p0
dy

] 2
p0

dν0(x)dt

t


1
2

.(4.3)

Moreover, notice that, for any x ∈ Rd,[?
B(x,2j+1( at

2
√

u
)

2
α )

∣∣∣e− t2
4u LaF (y, t)

∣∣∣p0
dy

] 1
p0

≲Mp0 (F (·, t)) (x).

Then, from the boundedness of Mp0 on L2(v0) [recall that v0 ∈ A 2
p0

(Rd), see
Lemma 2.4], the Fubini theorem, and (4.3), it follows that

II ≲ u
2
α d( 1

4r − 1
2q0

)
[∫
Rd

∫ ∞

0
|F (y, t)|2 dt

t
v0(y)dy

] 1
2

,

which, combined with (4.2), implies that the conclusion of Lemma 4.4 holds
true. □

Theorem 4.5. Let d ∈ N, B := B(x, t) with (x, t) ∈ Rd+1
+ and σ be as in

(1.3). Then, for any given p ∈ (d′
σ, dσ) and any v ∈ A p

d′
σ

(Rd) ∩ RH( dσ
p )′(Rd)

with dσ being as in (1.4), there exist a positive constant C such that, for any
f ∈ Lp

v(Rd),
∥Sm,P f∥Lp

v(Rd) ≤ C ∥sm,P f∥Lp
v(Rd) ,

where sm,P and Sm,P are as in (1.6) and (1.8), respectively.

Proof. To show Theorem 4.5, by Lemma 4.1(iv), it suffices to show that, for
any v0 ∈ A 2

d′
σ

(Rd) ∩ RH( dσ
2 )′(Rd) and f ∈ L2

v0
(Rd),

(4.4) ∥Sm,P f∥L2
v0 (Rd) ≲ ∥sm,P f∥L2

v0 (Rd) .

Now, we prove (4.4). Let v0 ∈ A 2
d′

σ

(Rd) ∩ RH( dσ
2 )′(Rd) and f ∈ L2

v0
(Rd). Since

v0 ∈ A 2
d′

σ

(Rd)∩RH( dσ
2 )′(Rd), it follows that there exist p0, q0 ∈ (1, ∞) such that

dσ
′ < p0 < p < q0 < dσ with q0 > 2, p0 < 2, and v0 ∈ A 2

p0
(Rd) ∩ RH( q0

2 )′(Rd).
Changing the variable t into 2t, applying the subordination formula (1.5)

and the Minkowski integral inequality, we find that

(4.5) ∥Sm,P f∥L2
v0 (Rd) ≲

∫ 1
4

0
u

1
2 I(u)du

u
+
∫ ∞

1
4

u
1
2 e−uI(u)du

u
=: E1 + E2,
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where, for any u ∈ (0, ∞),

I(u) :=
[∫
Rd

∫ ∞

0

∫
B(x,(2t)

2
α )

∣∣∣e− t2
4u La

(
t
√

La

)m

e−t
√

Laf(y)
∣∣∣2 dydt

t(2t) 2
α

dν0(x)
] 1

2

.

Since v0 ∈ A 2
p0

(Rd) ∩ RH( q0
2 )′(Rd), then, it follows, from Lemma 4.4 with

F (y, t) :=
(

t
√

La

)m

e−t
√

Laf(y),

a := 2, and r := q0
2 , we deduce that, for any u ∈ (0, 1/4),

I(u) ≲
[∫
Rd

∫ ∞

0

∣∣∣(t
√

La

)m

e−t
√

Laf(y)
∣∣∣2 dt

t
dν0(y)

] 1
2

∼ ∥sm,P f∥L2
v0 (Rd) .

Therefore,

(4.6) E1 ≲

∫ 1
4

0
u

1
2

du

u
∥sm,P f∥L2

v0 (Rd) ≲ ∥sm,P f∥L2
v0 (Rd) .

To estimate E2, applying Remark 2.3, (2.4) [recall that v0 ∈ A 2
p0

(Rd)], and the
Fubini theorem, we obtain that

E2 ≲
∑

j

2−jα

∫ ∞

1
4

uθe−u du

u

×
[∫
Rd

∫ ∞

0

(?
B(x,2j+1(2t)

2
α )

∣∣∣(t
√

La

)m

e−t
√

Laf(y)
∣∣∣p0

dy

) 2
p0 dt

t
dν0(x)

] 1
2

≲
∑

j

2−jα

[∫
Rd

∫ ∞

0

?
B(x,2j+1(2t)

2
α )

∣∣∣(t
√

La

)m

e−t
√

Laf(y)
∣∣∣2 dν0(y)dt

t
dν0(x)

] 1
2

≲
∑

j

2−jα

[∫
Rd

∫ ∞

0

∣∣∣(t
√

La

)m

e−t
√

Laf(y)
∣∣∣2 ?

B(x,2j+1(2t)
2
α )

dν0(x)dt

t
dν0(y)

] 1
2

≲ ∥sm,P f∥L2
v0 (Rd) ,

which, combined with (4.5) and (4.6), implies that (4.4) holds true. This
finishes the proof of Theorem 4.5. □

In addition, applying the subordination formula (1.5) and changing the vari-
able t into 2

√
ut, we find that

(4.7) sm,P f(x) ≲
∫ ∞

0
u

1+m
2 e−u du

u
sm,Hf(x) ≲ sm,Hf(x).

By the boundedness of the (−∆) α
2 L−1

a , we have following conclusions.

Theorem 4.6. Let d ∈ N, α ∈ (0, 2∧d), B := B(x, t) with (x, t) ∈ Rd+1
+ , and

σ be as in (1.3). Then, for any p ∈ (d′
σ, dσ+α) with dσ+α ∈ (2, ∞), m ∈ [2, ∞),
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and any v ∈ A p

dσ ′
(Rd) ∩ RH

( dσ+α
p )

′(Rd), where dσ and dσ+α are as in (1.4),

there exist positive constants C1 and C2 such that, for any f ∈ Lp
v(Rd),

C−1
1 ∥sm,P f∥Lp

v(Rd) ≤ ∥gm−2,P f∥Lp
v(Rd) ≤ C1 ∥sm,P f∥Lp

v(Rd)

and

C−1
2 ∥sm,Hf∥Lp

v(Rd) ≤ ∥gm−2,Hf∥Lp
v(Rd) ≤ C2 ∥sm,Hf∥Lp

v(Rd) ,

where sm,P , sm,H , gm,P , and gm,H are as in (1.6), (1.7), (1.10), and (1.11),
respectively.

Proof. To show Theorem 4.6, by Lemma 4.1(iv), it suffices to prove that, for
any f ∈ L2(Rd) and any v0 ∈ A 2

d′
σ

(Rd) ∩ RH
( dσ+α

2 )
′(Rd),

∥sm,Hf∥Lp
v0 (Rd) ≲ ∥gm−2,Hf∥L2

v0 (Rd) ≲ ∥sm,Hf∥L2
v0 (Rd)(4.8)

and

∥sm,P f∥Lp
v0 (Rd) ≲ ∥gm−2,P f∥L2

v0 (Rd) ≲ ∥sm,P f∥L2
v0 (Rd) .(4.9)

Next, we prove (4.8) and (4.9). Let f ∈ L2(Rd) and F (y, t) := e−t2Laf(y)
or e−t

√
Laf(y) for any (y, t) ∈ Rd+1

+ .
Applying the Fubini theorem and Lemma 2.16, we find that∫

Rd

∫ ∞

0

∣∣∣∣t2 (−∆)
α
2
(

t
√

La

)m−2
F (y, t)

∣∣∣∣2 dt

t
dν0(y)

=
∫ ∞

0

∫
Rd

∣∣∣(−∆) α
2 L−1

a

(
t
√

La

)m

F (y, t)
∣∣∣2 dν0(y)dt

t

∼
∫ ∞

0

∫
Rd

∣∣∣(t
√

La

)m

F (y, t)
∣∣∣2 dν0(y)dt

t
,

which, further implies that (4.8) and (4.9) hold true. This finishes the proof of
Theorem 4.6. □

Since La = (−∆)α/2 + a|x|−α, it follows that

t2(−∆)α/2e−t2La = t2Lae−t2La − a|x|−α
t2e−t2La .

By Proposition 2.12 and suitable modification to the proof of Theorem 3.1, we
conclude that the kernel of t2(−∆)α/2e−t2La is dominated by

Ct−2d/α

(
t2/α + |x − y|

t2/α

)−d−α

Dσ+α(x, t2)Dσ(y, t2).

Hence, if d′
σ < p ≤ q < dσ+α, then, the kernel of t2(−∆)α/2e−t2La satisfies

Lemma 2.9.
Thus, by using the same ideas as that used in the proof of Theorem 4.3, we

have following conclusion.
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Theorem 4.7. Let d ∈ N, α ∈ (0, 2∧d), and σ be as in (1.3). Then, for
any given p ∈ (d′

σ, dσ+α) with dσ+α ∈ (2, ∞), and any v ∈ A p

dσ ′
(Rd) ∩

RH
( dσ+α

p )
′(Rd), where dσ and dσ+α are as in (1.4), there exists a positive

constant C such that, for any f ∈ Lp
v(Rd),

∥GK,Hf∥Lp
v(Rd) ≤ C ∥gK,Hf∥Lp

v(Rd) ,

where gK,H and GK,H are as in (1.11) and (1.13), respectively.

Theorem 4.8. Let d ∈ N, α ∈ (0, 2∧d), B := B(x, t) with (x, t) ∈ Rd+1
+ and σ

be as in (1.3). Then, for any given p ∈ (d′
σ, dσ+α) with dσ+α ∈ (2, ∞) and any

v ∈ A p

d′
σ

(Rd) ∩ RH
( dσ+α

p )
′(Rd), where dσ and dσ+α are as in (1.4), there exists

a positive constant C such that, for any f ∈ Lp
v(Rd),

∥GK,P f∥Lp
v(Rd) ≤ C ∥sK,P f∥Lp

v(Rd) ,

where sK,P and GK,P are as in (1.6) and (1.12), respectively.

Proof. To prove Theorem 4.8, by Lemma 4.1(iv), it suffices to show that, for
any given v0 ∈ A 2

d′
σ

(Rd) ∩ RH
( dσ+α

2 )
′(Rd) and any f ∈ L2

v0
(Rd),

(4.10) ∥GK,P f∥L2
v0 (Rd) ≲ ∥sK,P f∥L2

v0 (Rd) .

Now, we prove (4.10). Since v0 ∈ A 2
d′

σ

(Rd) ∩ RH
( dσ+α

2 )
′(Rd), it follows

that there exist p0, q0 ∈ (1, ∞) such that, d′
σ < p0 < p < q0 < dσ+α, with

q0 > 2 and p0 < 2, and v0 ∈ A 2
p0

(Rd) ∩ RH( q0
2 )′(Rd). Changing the variable t

into 2t applying the subordination formula (1.5), and the Minkowski integral
inequality, we find that

(4.11) ∥GK,P f∥L2
v0 (Rd) ≲

∫ 1
4

0
u

3
2 II(u)du

u
+
∫ ∞

1
4

u
3
2 e−uII(u)du

u
=: III + IV,

where, for any u ∈ (0, ∞),

II(u) :=
[∫
Rd

∫ ∞

0

∫
B(x,(2t)

2
α )

∣∣∣∣ t2

4u
(−∆) α

2 e− t2
4u La

(
t
√

La

)K

e−t
√

Laf(y)
∣∣∣∣2 dydt

t(2t) 2
α

dν0(x)
] 1

2

.

Since v0 ∈ A 2
p0

(Rd)∩RH( q0
2 )′(Rd), then, it follows, from by Lemma 4.4 with

F (y, t) := (t
√

La)Ke−t
√

Laf(y),

a := 2, and r := q0
2 , we deduce that, for any u ∈ (0, 1/4),

II(u) ≲
[∫
Rd

∫ ∞

0

∣∣∣∣(t
√

La

)K

e−t
√

Laf(y)
∣∣∣∣2 dt

t
dν0(y)

] 1
2

= ∥sK,P f∥L2
v0 (Rd) .
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Therefore,

(4.12) III ≲
∫ 1

4

0
u

3
2

du

u
∥sK,P ∥L2

v0 (Rd) ≲ ∥sK,P f∥L2
v0 (Rd) .

To estimate IV, applying Remark 2.3 [recall that v0 ∈ A 2
p0

(Rd)] and the
Fubini theorem, we conclude that

IV ≲
∑

j

2−jα

∫ ∞

1
4

uθe−u du

u

×
{∫
Rd

∫ ∞

0

[?
B(x,2j+1(2t)

2
α )

∣∣∣∣(t
√

La

)K

e−t
√

Laf(y)
∣∣∣∣p0

dy

] 2
p0 dt

t
dν0(x)

} 1
2

≲
∑

j

2−jα

[∫
Rd

∫ ∞

0

?
B(x,2j+1(2t)

2
α )

∣∣∣∣(t
√

La

)K

e−t
√

Laf(y)
∣∣∣∣2 dν0(y)dt

t
dν0(x)

] 1
2

≲
∑

j

2−jα

[∫
Rd

∫ ∞

0

∣∣∣∣(t
√

La

)K

e−t
√

Laf(y)
∣∣∣∣2 ?

B(x,2j+1(2t)
2
α )

dν0(x)dt

t
dν0(y)

] 1
2

≲ ∥sK,P f∥L2
v0 (Rd) ,

which, combined with (4.11) and (4.12), implies that (4.10) holds true. This
finishes the proof of Theorem 4.8. □

Proofs of Theorems 1.2 and 1.3. By (4.7), and Theorems 4.3, 4.6, 4.7, and 4.8,
we find that the conclusions of Theorems 1.2 and 1.3 hold true. □

Remark 4.9. By Theorems 1.2 and 1.3, and Lemma 3.2, we obtain that Sm,H ,
Sm,P and sm,P are bounded on Lp

v(Rd) for any p ∈ (d′
σ, dσ) and any v ∈

A p

d′
σ

(Rd) ∩ RH( dσ
p )′(Rd). Moreover, we obtain that gm,H , gm,P , GK,H and

GK,P are bounded on Lp
v(Rd) for any p ∈ (d′

σ, dσ+α) and any v ∈ A p

d′
σ

(Rd) ∩
RH

( dσ+α
p )

′(Rd) with dσ+α ∈ (2, ∞).

Next, we consider the reverse conclusion. For a locally square integrable
function f on Rd+1

+ , let

Sf(x) : =
("

|x−y|<t
2
α

|f(y, t)|2 dydt

t1+ 2d
α

) 1
2

,

V f(y) : =

 ∞∫
0

|f(y, t)|2 dt

t

 1
2

.

From [1, Proposition 2.3], we deduce that the following conclusion holds
true.
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Lemma 4.10. For any given p ∈ (0, 2) and any ω ∈ RH( 2
p )′(Rd), there exists

a positive constant C, depending on p and ω, such that, for any locally square
integrable function f on Rd+1

+ ,
∥V f∥Lp

ω(Rd) ≤ C ∥Sf∥Lp
ω(Rd) .

Theorem 4.11. For any given p ∈ (0, 2) and any v ∈ RH( 2
p )′(Rd), there exists

a positive constant C, depending on p and v, such that, for any f ∈ Lp
v(Rd),

∥sm,Hf∥Lp
v(Rd) ≤ C ∥Sm,Hf∥Lp

v(Rd) ,(4.13)

∥sm,P f∥Lp
v(Rd) ≤ C ∥Sm,P f∥Lp

v(Rd) ,

∥gK,Hf∥Lp
v(Rd) ≤ C ∥GK,Hf∥Lp

v(Rd) ,(4.14)

and

∥gK,P f∥Lp
v(Rd) ≤ C ∥GK,P f∥Lp

v(Rd) .

Remark 4.12. In summary, from Lemma 3.2, Theorems 1.2, 1.3, and 4.11, it
follows that

∥sm,Hf∥Lp
v(Rd) ∼ ∥Sm,Hf∥Lp

v(Rd) ∼ ∥f∥Lp
v(Rd) ,(4.15)

∥sm,P f∥Lp
v(Rd) ∼ ∥Sm,P f∥Lp

v(Rd) ≲ ∥f∥Lp
v(Rd) ,

and
∥gK,Hf∥Lp(v) ∼ ∥GK,Hf∥Lp

v(Rd) ∼ ∥f∥Lp
v(Rd)(4.16)

for any p ∈ (d′
σ, 2) and any v ∈ A p

d′
σ

(Rd) ∩ RH( 2
p )′(Rd).

For m ∈ [0, ∞), let the operator T := Sm,H , sm,P , Sm,P , gm,H , gm,P , Gm,H ,
or Gm,P . Then, by Theorems 3.6, 1.2, and 1.3, we conclude that the following
conclusion holds true.

Theorem 4.13. Let d ∈ N, α ∈ (0, 2 ∧ d), a ∈ [a∗, ∞) with a∗ being as in
(1.2), σ be as in (1.3), and q ∈ (d′

σ, dσ+α) with dσ and dσ+α being as in (1.4).
Assume further that d′

σ < p0 < q < q0 < dσ+α, and the weights ω and v satisfy
that ω ∈ RHs(Rd) ∩ A q

d′
σ

(Rd) with some s ∈ (( q0
q )′, ∞], and

[
ω, v1−( q

p0
)′]

A q
p0

(Rd)
:= sup

B⊆Rd

[?
B

ω dx

] [?
B

v1−( q
p0

)′
dx

] q
p0

−1
< ∞,

where the surpremum is taken over all balls B of Rd. For any m ∈ [0, ∞), let
T := Sm,H , sm,P , Sm,P , gm,H , gm,P , Gm,H , or Gm,P . Then T is bounded
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from Lq
v(Rd) to Lq

ω(Rd), and there exists a positive constant C such that, for
any f ∈ Lq

v(Rd), ∥Tf∥Lq
ω(Rd) ≤ C∥f∥Lq

v(Rd).

4.3. Applications

In this subsection, we define the new Hardy space associate with the operator
La. Using the weighted norm estimates for square functions obtained in Section
4.2, we further obtain that the operators sM,H and gK,H are bounded from the
new Hardy space to Lp(Rd) and the equivalence between the new Hardy space
and the Lebesgue space Lp(Rd).

For each M , K ∈ [0, ∞) and p ∈ (0, ∞), define
DSM , p :=

{
f ∈ L2(Rd) : SM,Hf ∈ Lp(Rd)

}
and

DGK , p :=
{

f ∈ L2(Rd) : GK,Hf ∈ Lp(Rd)
}

,

where SK,H and GK,H are as in (1.9) and (1.13), respectively.
Definition 4.14. Assume that M , K ∈ [0, ∞), and p ∈ (0, ∞). Then the
Hardy spaces Hp

La, SM
(Rd) and Hp

La, GK
(Rd) associated to La are, respectively,

defined as the completion of the space DSM , p and DGK , p with respect to the
quasi-norms

∥f∥Hp
La, SM

(Rd) := ∥SM,Hf∥Lp(Rd) and ∥f∥Hp
La, GK

(Rd) := ∥GK,Hf∥Lp(Rd).

We recall that the molecular characterization of the Hardy space Hp
La, SM

(Rd)
was established by Bui and Nader [10]. In recent years, the study on the real-
variable theory of Hardy spaces associated with different differential operators
has aroused great interests (see, for instance, [8, 9, 15,16,21,22,25,26]).

By (4.13), (4.14), (4.15), (4.16), and Definition 4.14, we have the following
conclusion.
Theorem 4.15. Let M , K ∈ [0, ∞), d ∈ N, a ∈ [a∗, ∞) with a∗ being as in
(1.2), and σ be as in (1.3).

(i) For any given p ∈ (d′
σ, 2) with dσ being as in (1.4) and any f ∈ L2(Rd),

∥f∥Hp
La, SM

(Rd) ∼ ∥f∥Lp(Rd) and ∥f∥Hp
La, GK

(Rd) ∼ ∥f∥Lp(Rd), where the
positive equivalence constants are independent of f . Thus, for any given
p ∈ (d′

σ, 2), the spaces Hp
La, SM

(Rd) and Hp
La, GK

(Rd) are equivalent
with Lp(Rd).

(ii) For any given p ∈ (0, d′
σ] with dσ being as in (1.4) and any f ∈ L2(Rd),

there exists a positive constant C such that, for any f ∈ Hp
La, SM

(Rd),
∥sM,Hf∥Lp(Rd) ≤ C∥f∥Hp

La, SM
(Rd), and for any f ∈ Hp

La, GK
(Rd),

∥gK,Hf∥Lp(Rd) ≤ C∥f∥Hp
La, GK

(Rd), where sM,H and gK,H are as in
(1.6) and (1.11), respectively.
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