
KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 17, NO. 10, Oct. 2023                                  2809 
Copyright ⓒ 2023 KSII 

 
A preliminary version of this paper appeared in ICONI 2022, Dec. 11-13, Jeju, Republic of Korea. This version 
includes a concrete analysis and supporting implementation results on similar business group selection.  
This study was financially supported by Chonnam National University (Grant number: 2023-0933) 
 
http://doi.org/10.3837/tiis.2023.10.012                                                                                                                ISSN : 1976-7277 

Enhancing Similar Business Group 
Recommendation through Derivative 

Criteria and Web Crawling 
 

Min Jeong LEE1, and In Seop NA2* 
1 Department of Computer Science, Chosun University 

Gwangju, Republic of Korea 
[e-mail: lmjc2008@naver.com] 

2 Division of Culture Contents, Chonnam National University 
Yeosu, Republic of Korea 

[e-mail: ypencil@hanmail.net] 
*Corresponding author: In Seop NA 

 
Received March 26, 2023; revised July 23, 2023; accepted October 14, 2023;  

published  October 31, 2023 

 
Abstract 

 
Effective recommendation of similar business groups is a critical factor in obtaining market 
information for companies. In this study, we propose a novel method for enhancing similar 
business group recommendation by incorporating derivative criteria and web crawling. We 
use employment announcements, employment incentives, and corporate vocational training 
information to derive additional criteria for similar business group selection. Web crawling is 
employed to collect data related to the derived criteria from 'credit jobs' and 'worknet' sites. 
We compare the efficiency of different datasets and machine learning methods, including 
XGBoost, LGBM, Adaboost, Linear Regression, K-NN, and SVM. The proposed model 
extracts derivatives that reflect the financial and scale characteristics of the company, which 
are then incorporated into a new set of recommendation criteria. Similar business groups are 
selected using a Euclidean distance-based model. Our experimental results show that the 
proposed method improves the accuracy of similar business group recommendation. Overall, 
this study demonstrates the potential of incorporating derivative criteria and web crawling to 
enhance similar business group recommendation and obtain market information more 
efficiently. 
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1. Introduction 

Small and medium-sized enterprises (SMEs) in Korea often face difficulties in obtaining the 
market information necessary for their growth and sustainability [19]. While job seekers 
benefit from access to customized recruitment services, companies currently lack access to 
tailored information provision services [20]. Consequently, companies are compelled to 
navigate multiple providers repeatedly to access information related to job announcements, 
employment incentives, and corporate vocational training, all of which are vital for their 
growth and success [21]. Moreover, the information required by companies is often scattered 
across various websites, resulting in a cumbersome and time-consuming process to obtain the 
desired information. 

To address these challenges and improve the effectiveness of similar business group 
selection, we propose a novel system that incorporates new classification variables into the 
existing traditional criteria for classifying similar companies [22]. Our approach utilizes 
derivative criteria derived from information on employment incentives, corporate vocational 
training, and corporate recruitment to recommend similar companies that are highly relevant 
to their specific interests [23]. To enhance the efficiency of market information acquisition, 
our system leverages web crawling techniques to collect data related to the derived criteria 
from 'credit jobs' and 'worknet' sites [24]. 

Our study extensively analyzes and compares diverse datasets and machine learning 
techniques, including XGBoost, LGBM, Adaboost, and SVM [25]. Additionally, we introduce 
a cutting-edge Euclidean distance-based model tailored for selecting similar business groups 
[26]. Through this paper, we demonstrate the efficacy of our proposed system in providing 
customized and efficient market information to companies, thereby facilitating their growth 
and enhancing the employment environment [27]. The study highlights the potential of 
integrating derivative criteria and web crawling to refine similar business group selection and 
improve market information acquisition, revolutionizing the way SMEs access essential 
information and surmount information barriers to achieve sustainable growth and success. 

2. Machine Learning Algorithm for Business Group Recommendation 
A recommendation system is a specialized subset of information filtering systems that places 
paramount importance on personalization, tailoring recommendations to the unique interests 
and preferences of individual users [1-6, 19-23].  

The early attempts at computer-based recommendations included Grundy, which was a 
librarian program that grouped users into stereotypes based on an interview and generated 
recommendations based on hard-coded information [3,7]. Collaborative filtering became a 
solution for dealing with information overload in the early 1990s, with Tapestry as a manual 
collaborative filtering system and GroupLens as an automated system. Interest in 
recommender systems led to the development of systems for various domains such as music, 
movies, and jokes [3]. Commercial deployment of recommender technology began in the late 
1990s, with Amazon.com being the most widely-known application. Recommender 
technology has been integrated into many e-commerce and online systems to increase sales 
volume [2,3,7]. Recommender techniques have grown to include content-based approaches, 
bayesian inference, and case-based reasoning methods, and hybrid recommender systems have 
emerged. In 2006, the Netflix Prize competition sparked a flurry of activity in academia and 
hobbyists to improve the state of movie recommendation [3,7]. Although the roots of 
recommender systems can be traced back to various fields, they emerged as an independent 
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research area in the mid-1990s. Since the widespread adoption of deep learning, which was 
introduced by Geoffrey Hinton in ImageNet [8] in 2012, machine learning techniques have 
been actively utilized in recommendation systems and have shown outstanding performance. 
The most common formulation of the recommendation problem is to estimate ratings for yet 
unrated items, which allows recommendations to be made to the user. 

There are many machine learning algorithms that are commonly used in recommender 
systems, including XGBoost [9,16-18], AdaBoost [10,16-18], LightGBM [11], SVM [12,16-
18], Linear Regression [13,16-18], K-NN [14,16-18], and SHAP [15]. XGBoost and 
LightGBM are popular gradient boosting frameworks that have been shown to have high 
accuracy and scalability, making them effective for handling large datasets. Adaboost is 
another boosting algorithm that can be useful for ensemble learning, but may not perform as 
well with high-dimensional data. SVM is a powerful algorithm for classification and 
regression, but can struggle with large datasets due to its computational complexity. Linear 
regression is a simple yet effective algorithm for regression tasks, but may not be as robust as 
other models when dealing with noisy data. K-NN is a non-parametric algorithm that can work 
well with small datasets, but may not scale well to larger ones. Finally, SHAP is a newer 
algorithm that can provide insights into feature importance, helping to explain the 
recommendations made by other algorithms. Overall, the choice of algorithm will depend on 
the specific needs and constraints of the recommendation system in question, such as the size 
of the dataset, the type of data being analyzed, and the desired level of accuracy and 
interpretability. 

3. Similar Business Group Recommendation System 

3.1 Architecture of Proposed Recommendation System 
The system architecture, illustrated in Fig. 1, comprises data acquisition, data preprocessing, 
optimal model selection, feature variable extraction, and modeling of similar business groups. 
 

 
Fig. 1. Architecture of Proposed Recommendation System 

 
Proposed system utilizes various datasets, including Corporate Information (CI) data, 

Corporate Employment Incentives data (CEI), Corporate Enterprise Vocational Training data 
(CEVT), Corporate Recruitment data (CR), and ‘WORKNET’ and ‘HRD-NET’ open APIs, 
for data preprocessing. We then apply optimal model selection to extract the most influential 
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feature variables and incorporate them into the classification criteria of similar companies. By 
measuring the distance between customer companies and each company or using clustering, 
our system recommends market information of similar companies based on the newly created 
classification criteria. This allows our system to distinguish regions and industries from 
companies seeking market information, offering a more tailored and effective service. 

3.2 Data Acquisition 
We collected various types of data to construct our dataset, including corporate information 
(CI) data, Corporate Employment Incentives (CEI) data, Corporate Enterprise vocational 
training (CEVT) data, and Corporate Recruitment (CR) data. To supplement our dataset, we 
also crawled recruitment information using the WORKNET’s open API and corporate 
vocational training information using HRD-NET’s open API. For some companies with 
missing values in certain columns such as revenue and number of employees, we utilized the 
'KREDIT JOB' service to automatically search for the missing information and collect it 
through code. With all this data, we constructed a comprehensive dataset for our analysis. We 
conducted the following procedures to perform web scraping: For 'worknet' and 'hrd net,' we 
obtained the authentication keys for their open APIs, which allowed us to access the data. We 
then selectively crawled the necessary data from the accessed information. For 'credit jobs,' 
we crawled only the required data from the website to fill in the missing values in the corporate 
information. In all cases, we utilized the BeautifulSoup library, which is a data extraction tool, 
to parse the HTML tags and extract the relevant data. 

3.3 Data Preprocessing 
To prepare for model learning, we preprocessed the CI and CR data by excluding private 
businesses with missing or exceptional values in the IPO (Initial Public Offering) column, 
resulting in only registered corporations, external auditors, securities markets, general 
corporations, KONEX, and KOSDAQ markets being included. Additionally, only limited 
liability companies, limited companies, corporations, general partnerships, and limited 
partnerships were included in the corporate type column, excluding individual companies. As 
we are now focusing on classifying similar companies and providing market information, all 
non-normal data in the corporate and registration status columns were excluded. To reduce the 
dimension of the financial-related columns for training, we added derivatives that could be 
generated from the data, resulting in the addition of six variables: total asset turnover, sales 
operating return, total asset growth, equity capital ratio, ROA, and ROE. These variables were 
generated using the following equations. 
 

𝑇𝑇𝑇𝑇𝑇𝑇 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇/𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 ∗ 100 − 100    (1) 
 

𝑇𝑇𝑇𝑇𝐸𝐸 = 𝑇𝑇𝑇𝑇/(𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇)  ∗ 100      (2) 
 

𝑇𝑇𝑇𝑇𝑇𝑇 = 𝑆𝑆/𝑇𝑇𝑇𝑇𝑇𝑇       (3) 
 

𝑆𝑆𝑆𝑆𝐸𝐸 = 𝐵𝐵𝑇𝑇/𝑆𝑆 ∗ 100       (4) 
 

𝐸𝐸𝑆𝑆𝑇𝑇 = (𝑁𝑁𝑇𝑇/𝑇𝑇𝑇𝑇)  ∗ 100       (5) 
 

𝐸𝐸𝑆𝑆𝑇𝑇 = (𝑁𝑁𝑇𝑇/𝑇𝑇𝑆𝑆𝑇𝑇)  ∗ 100       (6) 
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(1) TAG: Total Asset Growth, TAEC: Total Assets at the End of the Current term, 
TAEP: Total Assets at the End of the Previous term 

(2) ECR: Equity Capital Ratio, TC: Total Capital, TL: Total Liabilities 
(3) TAT: Total Asset Turnover, S: Sales, ATA: Average Total Assets 
(4) SOR: Sales Operating Return, BP:  Business profits, S: Sales 
(5) ROA: Return On Asset, NP: Net Profit, TA: Total Assets 
(6) ROE: Return On Equity, NP: Net Profit, ASC: Average Self-Capital 

 

 
Fig. 2. Distribution of companies by industry 

 

1. Employment-related column dimension reduction: 
- Two employment-related variables added: employment rate and retirement rate 

2. Distribution of companies by industry bias: 
- Fig. 2 shows a bias towards specific industries: C (manufacturing), F (construction),  

G (wholesale and retail) 
- Minority data in remaining industrial codes cannot be accurately learned and predicted 
- To improve service quality, decision to classify similar companies  

for the three largest industries C, F, G only 
3. Feature scaling to unify feature range and unit 

- Prevent machine learning model bias against specific data 
4. Data merging 

- CEVT data and CI data merged based on business registration number 
- CEI and CI data merged based on business registration number 
- CR data and CI data merged based on business registration number 

5. CR data preprocessing 
- Data less than the minimum wage column removed from the monthly average wage column 
- Columns with missing value ratio of 50% or more removed 
- Outliers removed and feature scaling performed 
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To reduce the dimension of the employment-related column, we added two employment-
related variables: the employment rate and retirement rate. However, Fig. 2 shows that the 
distribution of companies by industry is biased towards specific industries (C, F, G) and the 
remaining industrial codes have relatively small data. This presents a challenge for accurate 
learning and prediction of these minority data. Therefore, we decided to classify similar 
companies for the three largest industries (C, F, G) instead of all industrial codes to improve 
the quality of our services. To prevent machine learning models from being biased against 
specific data, we standardized the value of each feature into one range size through feature 
scaling. We merged the CEVT data and CI data based on the business registration number and 
merged the CEI and CI data based on the same number. We removed the data less than the 
minimum wage column from the monthly average wage column in the 'WORKNET' 
employment data. Additionally, we removed columns with a missing value ratio of 50% or 
more, and other preferential or desired contents, industrial complex codes, employment 
registration purposes, vacant jobs, reasons for vacant jobs, and employment announcement 
numbers. Finally, we removed the outliers and performed feature scaling on each data. The 
processed CR data and CI data were merged based on the business registration number. 

3.4 Optimal Model Selection 

1. Utilizing various machine learning algorithms with preprocessed data to establish new criteria for 
classifying similar companies 

2. Using CI data as independent variables and upper policy name of employment incentives and KECO 
code of corporate vocational training as dependent variables for each machine learning model 

3. Selection of dependent variable based on the purpose of the recommended service for each information 
provided 

4. Incentive type selected as machine learning target value for employment incentives and type of training 
for corporate vocational training 

5. Difficulty in predicting recruitment data due to multiple factors affecting the recommendation purpose 
6. Recruitment information data decided based on company characteristics and selection of new similar 

company classification criteria 
7. Selection of model with highest accuracy among trained machine learning models 
8. Extraction of feature variables 

 
We utilized various machine learning algorithms such as XGBoost, LGBM, and Adaboost 
with preprocessed data to establish new criteria for classifying similar companies by predicting 
the types of employment incentives and corporate vocational training received by companies. 
For each machine learning model, CI data (business days, registered corporations, total asset 
growth rate, equity capital ratio, ROA, ROE, etc.) were used as independent variables, and the 
upper policy name of employment incentives and the KECO code of corporate vocational 
training were used as dependent variables. The selection of the dependent variable was based 
on the purpose of the recommended service for each information provided. Since the purpose 
of the employment incentives service is to increase the benefit rate, the incentive type was 
selected as the machine learning target value. Similarly, since the purpose of the corporate 
vocational training service is to increase the participation rate of corporate vocational training, 
the type of training was selected as the machine learning target value. However, predicting the 
recruitment data was challenging as there are multiple factors affecting the recommendation 
purpose of the recruitment information data. Therefore, the recruitment information data was 
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decided based on the characteristics of the company and the selection of the new similar 
company classification criteria. We will select the model with the highest accuracy among the 
various trained machine learning models to extract feature variables. 

3.5 Feature Variables Extraction 

Model Selection -> SHAP Visualization -> New Criteria Selection -> Financial Characteristics Consideration 
 

1. Select the model with the highest accuracy: 
- Based on the company's characteristics 
- Best predicts types of employment incentives and KECO code of vocational training 

2. Visualize variable influence through SHAP: 
- Extract new criteria for classification of similar business groups 
- Consider financial and scale characteristics 

3. Incorporate financial characteristics for similar company classification criteria: 
- Activity 
- Profitability 
- Growth 
- Stability 

 
We selected the model with the highest accuracy to predict the types of employment incentives 
and the KECO code of the company's vocational training, based on the company's 
characteristics. Using SHAP, we visualized the influence of variables that affect each 
prediction in a graph and extracted three new criteria for classifying similar business groups, 
taking into account financial and scale characteristics. Since CR data cannot be used for 
supervised learning, we selected the classification criteria based on the company's four 
financial characteristics: activity, profitability, growth, and stability, instead of extracting 
variables through SHAP. 

3.6 Similar Business Groups Modeling 

1. Three models considered: simple group matching, clustering, and Euclidean-based k-ranking 
2. 'k' value select for clustering and k-ranking method 
3. check the limitations of the simple group matching model 
4. Exclusion of the simple group matching model from the selection process 
5. Selection of the clustering and Euclidean distance-based k-ranking model as the model for selecting 

similar companies 
Use of cluster variables for CR information 
Use of k-ranking model for CEI and CEVT information 

 
We utilized various models, including simple group matching, clustering, and k-ranking based 
on Euclidean distance to select similar companies. The clustering model divides companies 
into ‘k’ clusters and recommends market and business information received by companies in 
the same cluster, providing a way to classify companies by type. The k-ranking model 
calculates the distance between new company information and existing companies using 
Euclidean distance and selects ‘k’ similar companies based on ascending distance values to 
recommend business and market information. This method has the advantage of always 
referring to a constant number of companies, showing high accuracy with increasing data, and 
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being relatively strong against data noise. The simple group matching model is easy to 
understand and apply, but may fail to recommend information if no corresponding group exists. 
Therefore, we excluded this model and chose the clustering and k-ranking model as the 
selection method for similar companies. The CR information was clustered using the average 
value to generate cluster variables and select similar companies. For the CEI and CEVT 
information recommendation services, we used the k-ranking model to select the closest ‘k’ 
companies as similar companies. Choosing the appropriate ‘k’ value is crucial for accurate 
recommendations. 

4. Experiment and Results 

4.1 Datasets 
To extract similar companies, we utilized various datasets including corporate information, 
employment incentives, and employment training history data [1]. The CI dataset consisted of 
268,044 raw data tuples in 44 items, covering basic corporate information, scale, and financial 
data. The CR dataset had 158,174 registration raw data tuples in 36 items, while the CEVT 
dataset included 1,330,025 participation history raw data tuples in 11 items on corporate 
vocational training. The CEI dataset comprised 2,760,759 beneficiary history raw data tuples, 
containing 36 items on employment incentives and the beneficiary history of each company. 
In addition, we gathered data from multiple sources such as 92,380 company data tuples with 
59 items from WORKNET open API, 1,207 company data tuples with 25 items from HRD-
NET open API, and 18,770 company data tuples with 10 items from KREDIT JOB crawling 
data, as shown in Table 1. Following the preprocessing stage, we were left with a total of 
8,418 tuples for CI, 15,543 tuples for CR, 175,224 tuples for CEVT, and 35,211 tuples for 
CEI. 
 

Table 1.  Change of industrial code 

Data Tuples 
(Raw Data) 

Tuples 
(Source Data) Items 

Corporate Information (CI) 268,044 8,418 44 
Corporate Recruitment (CR) 158,174 151,543 36 
Corporate Enterprise vocational training (CEVT) 1,330,025 175,224 11 
Corporate Employment Incentives (CEI) 2,760,759 35,211 36 
WORKNET’s open API 92,380 92,380 59 
HRD-NET’s open API 1,207 1,207 25 
‘KREDIT JOB’ crawling data 18,770 18,770 10 

 

4.2 Experimental Results 
We used various machine learning algorithms, including XGBoost, LGBM, and AdaBoost, to 
predict the types of CEI and CEVT that companies benefited from. The independent variable 
was the corporate information data, including business days, registered corporations, total 
asset growth rate, equity capital ratio, ROA, ROE, etc., while the dependent variables were the 
upper policy name of CEI and the KECO code of CEVT. XGBoost exhibited the highest 
accuracy with 78.38% in CEI and a relatively high accuracy of 62.56% in CEVT. Therefore, 
we chose the XGBoost Classifier's results as a model for extracting decision variables for 
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similar companies, as displayed in Table 2. The hyperparameters of XGBoost, which include 
learning_rate, n_estimators, max_depth, subsample, gamma, objective, and 
disable_default_eval_metric, are shown in Table 3. Any parameters not shown in the table 
were set to default values. 
 

Table 2. Predicted Accuracy of types of Employment Incentives 
Model Accuracy (CEI) Accuracy (CEVT) 

XGBoost 78.38 62.56 
AdaBoost 55.68 52.9 

LGBM 41.72 54.69 
SVM 41.83 54.29 

Liner Regression 40.92 56.00 
KNN 31.72 51.90 

 
Table 3. Hyperparameters of XGBoost 

Parameter Value 
learning_rate 0.1 
n_estimators 100 
max_depth 3 
subsample 0.6 
gamma 5 
objective 'multi:softprob 
disable_default_eval_metric True 

 

 

Fig. 3. Visualization of the SHAP values for CEI. 
 

To extracting feature variables, we visualized the best performing models for predicting 
CEI  and CEVT KECO codes using SHAP, highlighting the variables that most influence each 
prediction. The SHAP value for CEI prediction is presented in Fig. 3, and the SHAP value for 
predicting the KECO code of CEVT is shown in Fig. 4. Based on the financial and scale 
characteristics of the company, we identified the top three variables from the graphs and 
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selected them as new criteria for classifying similar business groups. 
 

 
 

Fig. 4. Visualization of the SHAP values for CEVT. 
 
The SHAP VALUE analysis revealed that the number of integrated employees, business days, 
and total assets were the most influential feature variables for CEI, while the total assets and 
number of integrated employees and business days were the most influential for CEVT. Based 
on these findings, a total of four variables were selected for the new classification criteria for 
similar companies, which included total asset turnover, operating profit ratio, total asset 
growth rate, and capital adequacy ratio. 
The model used to select similar business groups for the recruitment recommendation service 
is a clustering model. If a company's profitability, activity, growth, and stability exceed the 
average value, it is labeled as 1, otherwise as 0, and these labels are merged to create a new 
cluster variable. Companies with the same cluster variable are then clustered together to select 
a group of similar companies, as shown in Fig. 5. 
 

 
Fig. 5. Cluster of employment 

 
The model used to select similar business groups for the CEI and CEVT recommendation 
services is a k-ranking model based on Euclidean distance. The model calculates the distance 
using new classification variables and generates an ascending list, and then selects the closest 
'k' companies to the information of new companies as similar companies. Selecting the 
appropriate 'k' value is crucial, and 20 and 29 KECO codes were chosen as 'k' values for CEVT, 
considering the time when all the incentives and training received by similar companies are 
released one by one for each type and the number of high-level employment incentives. 
The process of transitioning from the existing criteria to the new criteria involves two steps: 
clustering and k-ranking. The clustering step involves labeling companies as 1 or 0 based on 
whether their profitability, activity, growth, and stability exceed the average values. The labels 
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are then merged to create a new cluster variable, which is used to cluster similar companies. 
In the k-ranking step, the Euclidean distance between new companies and existing companies 
is measured using the new classification variables. The closest 'k' companies are selected as 
similar companies, with appropriate 'k' values chosen based on the number of high-level 
employment incentives and KECO codes for CEVT, as shown in Fig. 6. 
 

 

Fig. 6.  The process of transitioning from the existing criteria to the new criteria 

5. Conclusion 
In conclusion, our proposed Similar Business Group Recommendation System offers a 
comprehensive solution to the challenges faced by small and medium-sized enterprises in 
Korea. By incorporating derivative criteria and web crawling, we were able to enhance similar 
business group selection and provide customized and efficient market information to 
companies. Our model overcomes the limitations of the traditional classification criteria for 
similar companies by including new selection criteria that are relevant to each type of 
information. The use of clustering and K-ranking modeling further improves the accuracy of 
our system. 
The benefits of our proposed system are significant. Companies can receive missed or 
unknown incentives, obtain tailored vocational training, and improve productivity and 
employment. Customized recruitment notices can also be sent to increase employee 
satisfaction and lower turnover and resignation rates. The potential impact of our system on 
the growth and success of small and medium-sized enterprises cannot be overstated. 
Future work includes conducting satisfaction surveys to further refine our services and to 
evaluate the effectiveness of our newly extracted variables for classifying similar companies. 
We believe that our proposed system can provide a valuable service to companies in Korea 
and elsewhere, and we hope that our study can inspire further research and development in 
this area. 
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