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Abstract 

 
Brain tumors are one of the most threatening malignancies for humans. Misdiagnosis of brain 
tumors can result in false medical intervention, which ultimately reduces a patient's chance of 
survival. Manual identification and segmentation of brain tumors from Magnetic Resonance 
Imaging (MRI) scans can be difficult and error-prone because of the great range of tumor 
tissues that exist in various individuals and the similarity of normal tissues. To overcome this 
limitation, the Amended Convolutional Neural Network (ACNN) model has been introduced, 
a unique combination of three techniques that have not been previously explored for brain 
tumor detection. The three techniques integrated into the ACNN model are image tissue pre-
processing using the Kalman Bucy Smoothing Filter to remove noisy pixels from the input, 
image tissue segmentation using the Isotonic Regressive Image Tissue Segmentation Process, 
and feature extraction using the Marr Wavelet Transformation. The extracted features are 
compared with the testing features using a sigmoid activation function in the output layer. The 
experimental findings show that the suggested model outperforms existing techniques 
concerning accuracy, precision, sensitivity, dice score, Jaccard index, specificity, Positive 
Predictive Value, Hausdorff distance, recall, and F1 score. The proposed ACNN model 
achieved a maximum accuracy of 98.8%, which is higher than other existing models, 
according to the experimental results. 
 
 
Keywords: Brain tumor, CNN, Image tissue feature extraction, Medical science, Magnetic 
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1. Introduction 

The brain tumor is considered the deadliest disease. A Nature-inspired Resnet-152 model, 
integrated with a Deep Convolutional Neural Network (CNN), was proposed in [1] for the 
classification of brain images. In [2], an innovative approach called the Border Collie Firefly 
Algorithm along with a Generative Adversarial Network (BCFA-based GAN) was introduced. 
This approach utilized the spark framework to facilitate brain tumor classification. However, 
the precision was not improved by BCFA-based GAN. The segmentation was carried out in 
[3] with a swarm-based grasshopper optimization algorithm (SGHO). However, the 
segmentation time was not reduced by SGHO. The dark-nets model has been suggested in 
reference [4] for the aim of categorizing, locating, and splitting brain tumors by utilizing MRI. 
An automatic mechanism was introduced in [5] to perform tumor classification with MRI 
images. The pre-processing was carried out to normalize the intensity whereas the 
segmentation was carried out with the Optimal DeepMRSeg strategy which is said to be known 
as a deep learning-based segmentation method. However, the recall was not improved by using 
an automatic mechanism. In [6], researchers introduced Artificial Neural Networks (ANN) to 
classify MRI images of brain tumors. Furthermore, in [7], a novel classification technique was 
proposed for distinguishing MRI brain tumors from human brain images. Pre-processing, 
Segmentation, and Feature extraction processes were carried out for MRI classification. 
However, the classification time was not reduced by the classification technique. 

A brain tumor classification method was introduced in [8] with a fusion of deep and shallow 
features but, the level of accuracy was not improved by the designed method. Hence, the Deep 
Neural Networks (DNN) based Visual Geometry Group (VGG-16) network was introduced in 
[9] to increase the level of accuracy. For classification, a deep learning method has been 
introduced [10]. But, the F1-score was not improved by Enhanced Faster Region-Based CNN 
(R-CNN). To overcome this issue in the existing research models, a new approach called the 
Amended Convolutional Neural Network (ACNN) has been introduced which is a unique 
combination that has not been previously explored for brain tumor detection. The combination 
of three separate methodologies in this methodology improves the accuracy as well as 
reliability of brain tumor identification. 

The contributions of this work are: 
• To improve the accuracy of automated brain tumor detection, a newly proposed 

deep learning model called ACNN has been introduced. This model is based on 
CNN and is designed to perform preprocessing, segmentation, and feature 
extraction tasks. 

• To eliminate noisy pixels in the image tissues, Kalman Bucy (KB) Smoothening 
Filters are utilized as they are capable of providing accurate estimates of the 
underlying images and being able to adapt to varying conditions.  

• To handle low-contrast images and for a more precise segmentation of pre-
processed images into multiple segments, the Isotonic Regressive Image Tissue 
technique was used. 

• For extracting the image tissue features, Marr Wavelet Transformation was utilized 
for extracting the features in the MRI images and also for detecting the tumor in 
multiscale in different resolutions with fast computation.  

• The sigmoid activation function matches testing features with extracted features. 
Eventually, it enhanced the identification of tumor cells more accurately and it 
automatically made the ACNN model more efficient in the prediction process. 
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• The proposed model's effectiveness is evaluated using several metrics such as 
specificity, F1-score, accuracy, loss, confusion matrix, ROC, dice score, Jaccard 
index, testing time, precision, recall, PPV, FPV, MAE, and Hausdorff distance and 
found to be better the state-of-the-art existing systems.   

The road map is given: Section 2 reviews the related articles on brain tumor detection. 
Section 3 provides a comprehensive examination of the proposed ACNN model, accompanied 
by a well-organized architecture diagram. In Section 4, the experimental settings are outlined, 
including detailed descriptions of the datasets used. Section 5 performs the result discussion 
with the existing methods and the conclusion is given in Section 6. 

2. Literature Review 
For categorizing brain tumors, an ensemble learning method has been used [11] but, the 

computational cost was high and not reduced. Classification of brain tumors depending on 
Artificial Intelligence has been introduced in [12] for classifying brain tumor images but, AI-
based classification hasn’t improved the precision level. An intelligent method was introduced 
in [13] for tumor detection. The fuzzy centroid-based region was employed for image 
segmentation. But the recall was not improved by the designed method. 

A unique approach was introduced in [14] for detecting and classifying MR brain images. 
In this approach, the noise was effectively eliminated by applying a Gaussian filter. 
Subsequently, a range of image features including embedded, cyclic, contrast, and block 
appearance were extracted to facilitate the segmentation process. A cross-validation approach 
was used in combination with a Support Vector Machine (SVM) to perform classification. The 
classification of brain tumors was achieved using Bayesian fuzzy clustering as reported in [15]. 
However, it should be noted that the computational complexity of the brain tumor 
classification was not reduced. 

CNN algorithm was designed in [16] to partition the brain tumor. CNN algorithm, however, 
has not improved the F1-measure. CNN was established in [17] to enhance the grading and 
classification of brain tumors. In [18], a six-layer deep CNN was employed to classify brain 
images obtained from MRIs into four distinct classes. For improving data augmentation and 
detecting brain tumors, an efficient method based on CNN was introduced using MRI datasets 
[19]. A tumor detection method was introduced in [20] depending on saliency modeling. A 
new strategy was introduced in [21] to extract the brain tumor. A suggested technique for the 
categorization of MRI brain images has been presented in [22], utilizing several wavelet 
transforms such as Discrete Wavelet Transform (DWT) and Stationary Wavelet Transform 
(SWT) to obtain enhanced efficiency. 

To recognize brain tumors on MRI images, a new approach was introduced in [23]. Though 
this system has assisted doctors in diagnosing various dangerous diseases in humans it has not 
improved the recall. A segmentation and detection method was designed in [24] for brain 
tumors to identify the tumor area.  

Nevertheless, the designed segmentation and detection method did not result in a reduction 
in time complexity. In [25], a framework based on blockchain was suggested, employing 
Hyperledger Fabric along with adaptable access control policies, and this proposed framework 
made use of a cross-domain framework. 

In [26], a new algorithm called Binary Spring Search (BSS), based on Group Theory (GT), 
was presented. This algorithm utilized a combination of deep neural networks and aimed to 
enhance security, efficiency, and transparency while remaining cost-effective in handling 
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healthcare data. Current blockchain-based healthcare schemes provide merely a framework 
for data exchange and lack adequate safety and confidentiality safeguards. As a result, [27] 
proposed a lightweight authorization and data retention system for Cyber-Physical Systems 
(CPS) built around the Internet of Medical Things (IoMT). The suggested approach attempted 
to alleviate these issues by providing decentralized authentication among approved devices. 

In 2021, a brain tumor detection method was proposed that demonstrated high sensitivity 
and specificity [28]. However, the limitation of this study was set to use only a small dataset 
which may not represent the entire population. In 2022, two deep learning models were 
proposed for identifying binary and multiclass brain tumors, but the limited amount of 
accurately annotated data was still a challenge [29].  In different research, a method for 
automated detection of brain tumors was put forth. This method utilized variations of Local 
Binary Pattern (LBP) based on empirical wavelet transform, along with ant-lion optimization. 
The study demonstrated encouraging outcomes; however, it should be noted that the method 
lacked external validation and clinical evaluation [30]. Similarly, a diagnostic system was 
proposed using the Fractional Wavelet Transform (FWT) for brain tumor detection with MRI, 
but the study's limitations included a small dataset and a lack of external validation [31]. A 
suggestion for a technique that uses ensemble deep learning frameworks and Class Activation 
Maps (CAMs) markers to diagnose brain cancers using MRI images was provided in [32]. 

The study collection includes a wide spectrum of research on the recognition and 
categorization of brain tumors using various approaches. While these works contribute to the 
field, they also have certain limitations. For example, some of the studies relied on traditional 
machine learning algorithms like SVM [3] or feature selection techniques [6], which may not 
fully leverage the power of deep learning models.  

Other works utilize specific architectures like CNN [14, 21] or autoencoders [15], but they 
may not explore the potential of more advanced architectures like GANs [5] or ensemble 
learning [11]. Additionally, some of the studies were focusing solely on tumor detection [20, 
23], while others were focusing on classification [10, 17]. Additionally, some studies 
encounter drawbacks such as limited dataset sizes, absence of external validation, significant 
computational burdens, and an inability to enhance precision. 

Compared to the previous studies, the objective of this paper is to overcome the drawbacks 
and enhance the existing methods by introducing a unique hybrid deep learning model for the 
recognition and categorization of brain tumors. In this work, binary classification of brain 
tumors from MRI images has been performed. This hybrid approach allows for better feature 
representation and generalization capabilities compared to using traditional machine learning 
algorithms alone. In addition, if accuracy, precision, recall, and other relevant assessment 
criteria are considered, the proposed ACNN model outperforms previous approaches.  
Additionally, incorporating the Marr wavelet for feature extraction from MRI images has the 
potential to further enhance the accuracy of the model. 

3. Methodology 
Though the brain tumor is identified using different methods the conventional methods haven't 
enhanced the level of accuracy. To solve the existing issues, the Amended Convolutional 
Neural Network (ACNN) model has been introduced, and found that the ACNN Model 
outperforms brain tumor image tissue classification. The architecture diagram of the ACNN 
Model is illustrated in Fig. 1. 
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Fig. 1. Architecture Diagram of ACNN Model 
 

The overall architecture diagram of the ACNN model for brain tumor detection is illustrated 
in Fig. 1. The proposed approach is divided into three parts: pre-processing, segmentation, as 
well as feature extraction. Firstly, the image tissue pre-processing step is responsible for 
eliminating noisy pixels from the input images. Subsequently, the image tissue segmentation 
process is performed to divide the image into multiple segments. Next, the image tissue feature 
extraction step was employed for extracting related features from the segmented regions. 
Lastly, image categorization is accomplished with greater accuracy using the obtained 
characteristics. The schematic diagram of the deep convolutional neural network is illustrated 
in Fig. 2. In Fig. 2 the input layer of the proposed model consists of MRI images. The model 
comprises three hidden layers, each with a specific function. Hidden layer 1 is responsible for 
image pre-processing, hidden layer 2 handles image segmentation, and hidden layer 3 
performs feature extraction. The output layer produces the outcomes, indicating the detection 
results for brain tumors. 
 
The input MRI image tissues ‘𝑀𝑀𝑅𝑅𝑅𝑅1,  𝑀𝑀𝑅𝑅𝑅𝑅2,  𝑀𝑀𝑅𝑅𝑅𝑅3 … . .𝑀𝑀𝑅𝑅𝑅𝑅𝑛𝑛' are gathered and sent to the input 
layer from the database and it is formulated as, 

 
𝐼𝐼(𝑡𝑡) = ∑ 𝑀𝑀𝑅𝑅𝑅𝑅𝑖𝑖

𝑛𝑛
𝑖𝑖=1 ∗ 𝑤𝑤𝑤𝑤𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏                                  (1) 

From (1), ‘𝑀𝑀𝑅𝑅𝑅𝑅𝑖𝑖’ with initial weight ‘𝑤𝑤𝑤𝑤𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖' is considered. The first process of the proposed 
ACNN model is to remove the unwanted noisy pixels by using the KB Smoothening Filter in 
hidden layer 1. This filter is a series of observations taken over time that are estimated by 
calculating the joint probability distribution across variables for each time frame. 
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Fig. 2. Schematic Diagram of ACNN Model  

KB Smoothening Function in ACNN Model is formulated as,  

𝐺𝐺𝐺𝐺(𝑥𝑥) = 𝐹𝐹𝑘𝑘𝑥𝑥𝑘𝑘−1 + 𝐵𝐵𝑘𝑘𝑢𝑢𝑘𝑘 + 𝑤𝑤𝑘𝑘                                            (2) 

From (2), ‘𝐹𝐹𝑘𝑘 ’ and ‘𝐵𝐵𝑘𝑘 ’ symbolizes the state transition model and control-input model 
respectively. The hidden layer involves the image tissue segmentation by using Isotonic 
Regression Analysis. Isotonic Regression analysis is a free-form line to a series of observations 
where the fitted line is non-decreasing and lies near the observations. The ACNN Model 
separates the pre-processed image into several segments using its isotonic regressive image 
tissue segmentation procedure. 

 

Fig. 3. Isotonic Regressive Image Tissue Segmentation 
 

Fig. 3 describes the isotonic regression analysis. The regression function uses isotonic 
regression analysis to examine the tissue pixels in the input image whereas the Rogers–
Tanimoto Similarity Index in the ACNN Model finds the similarity between pixels. It is 
calculated as, 

𝑅𝑅𝑅𝑅𝑅𝑅𝐼𝐼 =  𝑃𝑃𝑖𝑖𝑃𝑃𝑃𝑃𝑃𝑃𝑎𝑎+𝑃𝑃𝑖𝑖𝑃𝑃𝑃𝑃𝑃𝑃𝑑𝑑
𝑁𝑁+𝑃𝑃𝑖𝑖𝑃𝑃𝑃𝑃𝑃𝑃𝑏𝑏+𝑃𝑃𝑖𝑖𝑃𝑃𝑃𝑃𝑃𝑃𝑐𝑐

                                                                           (3) 
From (3), ‘𝑅𝑅𝑅𝑅𝑅𝑅𝐼𝐼' denotes the Rogers–Tanimoto similarity index. '𝑃𝑃𝑏𝑏𝑥𝑥𝑤𝑤𝑃𝑃𝑎𝑎' represents 

the image tissue pixels. '𝑃𝑃𝑏𝑏𝑥𝑥𝑤𝑤𝑃𝑃𝑏𝑏’, ‘𝑃𝑃𝑏𝑏𝑥𝑥𝑤𝑤𝑃𝑃𝑐𝑐 ', and '𝑃𝑃𝑏𝑏𝑥𝑥𝑤𝑤𝑃𝑃𝑑𝑑 ' represents the closest pixel in an 
imaged tissue. A similarity value between 0 and 1 is represented by the coefficient (0 ≤
𝑅𝑅𝑅𝑅𝑅𝑅𝐼𝐼 ≤ 1) . In hidden layer 3, feature extraction is performed using Marr Wavelet 
Transformation. For extracting the features, the segmented image tissues are split into 
horizontal and vertical directions within different levels. Marr Wavelet Transformation is 
performed in the ACNN Model and the Marr Wavelet Transformation is the negative 
normalized second derivative of the Gaussian function. The multidimensional generalization 
of wavelet is the Laplacian of Gaussian function. The wavelet is approximated through the 
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Difference in Gaussian (DoG) function. A DoG is separable and saves considerable 
computation time in two or more dimensions. It is mathematically expressed as, 

𝜓𝜓(𝑃𝑃𝑏𝑏𝑥𝑥𝑤𝑤𝑃𝑃𝑎𝑎.𝑃𝑃𝑏𝑏𝑥𝑥𝑤𝑤𝑃𝑃𝑏𝑏) = 1
𝜋𝜋𝜎𝜎4

�1 − 1
2
�𝑃𝑃𝑖𝑖𝑃𝑃𝑃𝑃𝑃𝑃𝑎𝑎
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𝜎𝜎2
�� 𝑤𝑤−

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑎𝑎
2+𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑏𝑏

2

2𝜎𝜎2                    (4) 

 
From (4), ‘𝜎𝜎' denotes the constant, and the hidden layer output is denoted as,  

 
𝐻𝐻(𝑡𝑡) = ∑ 𝑀𝑀𝑅𝑅𝑅𝑅𝑖𝑖

𝑛𝑛
𝑖𝑖=1 ∗ 𝑤𝑤𝑤𝑤𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 + [𝐻𝐻(𝑡𝑡 − 1) ∗ 𝑤𝑤𝑤𝑤ℎℎ]                               (5) 

 
The hidden layer output is shown by 'H(t)' in (5). The term ‘𝑤𝑤𝑤𝑤𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖’ refers to the weight 

assigned to input and hidden layers. " 𝐻𝐻(𝑡𝑡 − 1)" denotes the outcome of the former hidden 
layer. The word '𝑤𝑤𝑤𝑤ℎℎ' represents the weight between two levels that are veiled. Then, the 
output layer performs image tissue categorization by using the hidden layer results using the 
sigmoid activation function in the ACNN model. The ACNN Model utilizes the sigmoid 
activation function to enhance the accuracy of detecting tissue in both training and testing 
images. It is given by, 

 
𝑅𝑅𝑏𝑏𝑆𝑆𝑆𝑆𝑆𝑆𝑏𝑏𝑆𝑆𝑎𝑎𝑎𝑎 = 1

∑ 1+𝑃𝑃−𝑠𝑠𝑃𝑃𝐾𝐾
𝑃𝑃=1

                                                                       (6) 

 
From (6), ‘𝑅𝑅𝑏𝑏𝑆𝑆𝑆𝑆𝑆𝑆𝑏𝑏𝑆𝑆𝑎𝑎𝑎𝑎’ denotes the sigmoid activation function. ‘𝑏𝑏𝑖𝑖 ' denotes the segmented 

tissue from the image, The output layer of the ACNN Model is represented as, 
 

𝑂𝑂(𝑡𝑡) = 𝑤𝑤𝑤𝑤𝑜𝑜ℎ ∗ 𝐻𝐻(𝑡𝑡)                                                                (7) 
 

The symbol " O(t)" represents the result of the output layer as obtained from equation (7), 
while the notation ‘𝑤𝑤𝑤𝑤𝑜𝑜ℎ’ denotes the weight associated with the connection between the 
hidden layer and the output layer. 

 
Table 1. ACNN Algorithm for Brain Tumor Detection 

Begin  
Input: Magnetic Resonance Image Database ‘𝑀𝑀𝑅𝑅𝑅𝑅1,𝑀𝑀𝑅𝑅𝑅𝑅2,𝑀𝑀𝑅𝑅𝑅𝑅3 … . .𝑀𝑀𝑅𝑅𝑅𝑅𝑛𝑛’ 
Output: normal and abnormal image classification  
Load the input image data 
1: Assume 𝐼𝐼(𝑡𝑡) be the input Magnetic Resonance Image Database  
2:    Initialize magnetic resonance images 𝑀𝑀𝑅𝑅𝑅𝑅1,  𝑀𝑀𝑅𝑅𝑅𝑅2,  𝑀𝑀𝑅𝑅𝑅𝑅3 … . .𝑀𝑀𝑅𝑅𝑅𝑅𝑛𝑛 
3:        for each 𝑀𝑀𝑅𝑅𝑅𝑅  
4:     Eliminates the noisy pixels through image tissue pre-processing in hidden layer 1 using Kalman 
Filter 
5:        Perform the image tissue segmentation process in hidden layer 2 using Isotonic Regressive 
Image Tissue Segmentation Process.  
6:        Determine the Rogers–Tanimoto similarity between pixels 
7:        similarity value coefficient (0 ≤ 𝑅𝑅𝑅𝑅𝑅𝑅𝐼𝐼 ≤ 1) 
8:     Partition the images  
9:   Extract the features in the hidden layer 3 using Marr Wavelet Transformation 
9:   end for 
10: For every image tissue 
11:  Use the sigmoid activation function to test and train the image tissue for detection. 
12:   if (𝑅𝑅𝑏𝑏𝑆𝑆𝑆𝑆𝑆𝑆𝑏𝑏𝑆𝑆𝑎𝑎𝑎𝑎 > 𝑡𝑡ℎ)then 
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13:    output 𝑂𝑂(𝑡𝑡) 
14:         Categorized as abnormal 
15:     Else 
16:         Categorized as normal 
17:          End if 
18: End for 
End 

 
Table 1 describes the algorithmic approach to identifying brain tumor diseases in the ACNN 
Model with more accuracy. By using the output layer classification, brain tumors will be 
detected within a short period based on the analysis.    
 

4. Dataset Description 
In this study, the Brain Tumor MRI dataset [33] was utilized, and sample images of both 
normal and tumor instances are depicted in Fig. 4. The first openly accessible database of brain 
MRI scan images was made available on the Kaggle website. This database comprises 7023 
MRI images in total under two classes namely tumor, and no tumor.  This research takes into 
account 3929 image files with 2556 no tumor and 1373 tumor images. The binary-class 
classification is applied in this work using the proposed model and these images are pre-
processed before being fed to the model. 
 
 

          
                                                                   

(a) Normal images 
 

             
(b) Tumor images 

Fig. 4. (a) normal images and (b) tumor images in the brain 
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5. Results and Discussion 
The suggested ACNN Model is described together with two other related approaches that are 
currently in use: 23 layers CNN [29], Ensemble model [32], Fractional Wavelet [31], and PCA 
and TK- means [28] by using the various performance metrics like accuracy, sensitivity, dice 
score, Jaccard index, recall, Positive predictive value, specificity, Hausdorff distance, 
precision, and F1 score. True Positive (TP), True Negative (TN), False Positive (FP), as well 
as False Negative (FN) classes can be utilized to compute these measurements. Positive pixels 
that have been correctly classified are referred to as TP whereas the Positive pixels that have 
been erroneously identified are referred to as FN. Negative pixels that have been accurately 
identified are termed as TN whereas the improperly recognized negative pixels are referred to 
as FP. Table 2 displays the hyperparameters utilized in the proposed ACNN model. 

Table 2. Hyperparameter of the proposed ACNN model 
Parameter  values 
Learning rate  0.0001 
Iterations 8 
Epochs  14 
Batch size 16 
optimizer Adam 
Activation function Sigmoid  

5.1 Confusion matrix 

The test data are used to construct a confusion matrix, which measures the efficiency of the 
proposed model. The confusion matrix is generated using true class data and forecasted class 
data. This matrix has four outcomes: TP, TN, FP, and FN. 

 

Fig. 5. Confusion matrix for proposed work 

The confusion matrix for the proposed model is shown in Fig. 5. It signifies the findings of an 
inquiry on a brain tumor MRI dataset for the classes, tumor, and no tumor. 67 out of 69 glioma 
tumors are classified as tumors whereas the remaining 2 are classified as no tumors. The 
accuracy of the model is very high since only a few cases of misclassified data are there.  
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Table 3. Input and Output Samples of Brain Tumor Detection using ACNN 
Input Feature extraction Final 

output/classification 
 

 
 

array([0.01176471, 
0.01176471, 
0.01176471, ..., 
0.00392157, 0.00392157, 
0.00784314]) 
 

 yes 

 

 

array([0, 0, 0, ..., 0, 0, 0] 
 

no 

Two figures representing input images are shown in Table 3, one with and one without 
tumors. The feature extraction block then receives the pre-processed image. A set of numerical 
values that reflect the extracted features will be produced once the Marr wavelet transform has 
been applied to the MRI images. The procedure of classification is then carried out, with two 
classes being used: tumor and no tumor. The accuracy level represents the proportion of patient 
records that are correctly classified as having a specific condition or not, and it is calculated 
as follows: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿 = �𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡+𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡
𝑁𝑁

� ∗ 100                                              (8) 

From (8), ‘𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿 ’represents the accuracy level. ‘𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖 ’ denotes the true positive. ‘𝑃𝑃𝑃𝑃𝑖𝑖𝑛𝑛 ’ 
symbolizes the true negative. N stands for the number of MRI images used. The accuracy 
rating is expressed as a percentage (%). 

Precision is determined depending on the true positives and false negatives of patient data and 
it is calculated as, 

𝑃𝑃𝑟𝑟𝑃𝑃 = � 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡
𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡+𝑃𝑃𝑃𝑃𝑓𝑓𝑡𝑡

� ∗ 100                                                  (9) 

From (9), ‘𝑃𝑃𝑟𝑟𝑃𝑃’ denotes the precision. ‘𝑃𝑃𝑃𝑃𝑎𝑎𝑖𝑖’ denotes the false positive and ‘𝑃𝑃𝑃𝑃𝑎𝑎𝑛𝑛’ indicates 
the false negative. Recall, in the context of brain tumor disease classification, is used to 
identify the number of true positives and false negatives. It is computed as, 

𝑅𝑅𝑤𝑤𝑐𝑐𝑎𝑎𝑃𝑃𝑃𝑃 = � 𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡
𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡+𝑃𝑃𝑃𝑃𝑓𝑓𝑡𝑡

� ∗ 100                                               (10) 

From (11), The specificity of a classifier can be defined as the proportion of the amount that 
was correctly identified as negative to the genuinely negative amount. The F1 score is regarded 
to be a stronger predictor of classifier performance than the standard accuracy measure as 
stated in equation (12),  
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                             𝑏𝑏𝑠𝑠𝑤𝑤𝐴𝐴𝑏𝑏𝐺𝐺𝑏𝑏𝐴𝐴𝑏𝑏𝑡𝑡𝑠𝑠 = 𝑇𝑇𝑁𝑁
𝐹𝐹𝑃𝑃+𝑇𝑇𝑁𝑁

                                 (11) 
 

                                         𝐹𝐹1 − 𝑏𝑏𝐴𝐴𝑆𝑆𝑠𝑠𝑤𝑤 = 2∗ 𝑃𝑃𝑟𝑟𝑃𝑃𝑐𝑐𝑖𝑖𝑃𝑃𝑖𝑖𝑜𝑜𝑛𝑛 ∗ 𝑅𝑅𝑃𝑃𝑐𝑐𝑎𝑎𝑃𝑃𝑃𝑃 
 𝑃𝑃𝑟𝑟𝑃𝑃𝑐𝑐𝑖𝑖𝑃𝑃𝑖𝑖𝑜𝑜𝑛𝑛 + 𝑅𝑅𝑃𝑃𝑐𝑐𝑎𝑎𝑃𝑃𝑃𝑃 

                       (12) 
 
Positive predictive value: The TP also displays the likelihood that a given set of pixels was 
accurately classified. 
 

𝑃𝑃𝑆𝑆𝑏𝑏𝑏𝑏𝑡𝑡𝑏𝑏𝑃𝑃𝑤𝑤 𝑠𝑠𝑠𝑠𝑤𝑤𝑆𝑆𝑏𝑏𝐴𝐴𝑡𝑡𝑏𝑏𝑃𝑃𝑤𝑤  𝑃𝑃𝑏𝑏𝑃𝑃𝑢𝑢𝑤𝑤 = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃+𝐹𝐹𝑃𝑃

                               (13) 
 

Table 4. Performance comparison of the proposed model with the existing algorithm 
Parameters Proposed 

algorithm 
Existing algorithm 

Amended 
convolution  

23 layers 
CNN [29] 

Ensemble 
model [32] 

Fractional 
Wavelet 
[31] 

PCA and TK- 
means [28] 

Accuracy 98.8 96.7 93.45 92.13 91.5 

F1 score 0.918 0.904 0.892 0.884 0.863 

Precision 0.894 0.885 0.871 0.867 0.852 

Recall 0.944 0.924 0.913 0.894 0.879 

Specificity 89.47 
 

87.23 85.67 84.53 83.22 

Sensitivity  90.90 88.12 87.26 86.34 85.74 

Positive predictive value 89.33 86.34 85.23 84.22 83.67 

 

Table 4 demonstrates that the modified convolution method proposed for brain tumor 
detection attained an accuracy of 98.8%, surpassing the accuracy, F1 score, precision, recall, 
and positive predictive value of all existing algorithms.  In comparison, the existing 23-layer 
CNN network achieves an accuracy of 96.7% which is significantly lower than the proposed 
algorithm. This is because the 23-layer CNN network [29] relies solely on convolutional layers 
for feature extraction without any additional pre-processing techniques.  

Although the network is deep and may capture more complex features, it may not be effective 
in removing noise from input images, which may affect the accuracy of the classification. The 
existing ensemble model [32] achieves an accuracy of 93.45%, which is lower than both the 
proposed and the 23-layer CNN network. Though the ensemble model combines multiple 
models, it may not be efficient in handling highly complex data with multiple features. The 
existing PCA and TK-means [28] approach and the fractional wavelet [31] achieve an 
accuracy of 91.5% and 92.3%which is lower than all other existing and proposed algorithms. 
These two methods work better when the number of datasets is limited, but their performance 
is affected by this limitation and it reduces their classification accuracy. 
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The proposed ACNN utilizes a large MRI image dataset with advanced image processing 
techniques such as KB Smoothing Filter, Isotonic Regressive Image Tissue Segmentation, and 
Marr Wavelet Transformation for feature extraction. It was found that the proposed algorithm 
for brain tumor detection outperforms all the other existing algorithms in terms of accuracy 
and other performance metrics. The Dice score and Jaccard index are also commonly used 
metrics for evaluating the segmentation tasks in medical imaging. The Dice score is utilized 
to determine the level of similarity between the two sets namely M and N and it is expressed 
as, 

𝑃𝑃𝑏𝑏𝐴𝐴𝑤𝑤 𝑏𝑏𝐴𝐴𝑆𝑆𝑠𝑠𝑤𝑤 = 2×|𝑀𝑀∩𝑁𝑁|
|𝑀𝑀|+|𝑁𝑁|

                                                               (14) 

In equation (14), |M| and |N| represent the cardinalities for sets M and N accordingly. 

The intersection of two sets divided by their union is denoted as the Jaccard index between 
them. The Jaccard Index compares two images based on their similarities and differences. 

𝐽𝐽𝑏𝑏𝐴𝐴𝐴𝐴𝑏𝑏𝑠𝑠𝑆𝑆 𝑏𝑏𝑖𝑖𝑆𝑆𝑤𝑤𝑥𝑥 = |𝑀𝑀∩𝑁𝑁|
|𝑀𝑀∪𝑁𝑁|

                                                           (15) 

The Hausdorff distance (HD) is utilized to measure the separation or dissimilarity between the 
ground truth contour A and the segmented contour B. The segmentation method achieves 
optimal segmentation outcomes when the HD value approaches zero. 

𝐻𝐻𝑃𝑃 = max�ℎ(𝐴𝐴,𝐵𝐵), ℎ(𝐵𝐵,𝐴𝐴)�                                                      (16) 
 

Table 5. Performance comparison of existing and proposed algorithm values of dice score, Jaccard 
index, and Hausdorff distance (HD) 

Models Dice 
score 

Jaccar
d index 

HD 

23 layers CNN 0.63 0.66 2.12 

Ensemble model 0.69 0.68 1.98 

Fractional 0.72 0.71 1.86 

PCA and TK- means 0.75 0.76 1.79 

Proposed algorithm 0.78 0.88 1.72 

The assessment of brain tumor detection in MRI images has been conducted utilizing three 
metrics, specifically the Dice score, Jaccard index, and Hausdorff distance. Jaccard index and 
Dice coefficient are measures of similarity between the sets of pixels. The dice score varies 
between the range 0 and 1, with 1 representing the closest match between forecasted and actual 
values. The higher the Dice score and Jaccard index, the better the performance of the model. 
A model's performance improves as the Dice score and Jaccard index increase. Conversely, 
the HD is an important criterion as it provides valuable information about the largest 
segmentation error. HD calculates the distance between the non-zero pixels of two images 
using the formula specified in Eq. (16). The lower the Hausdorff distance, the better the 
performance of the model. Compared to the existing models depicted in Table 5, the 23 layers 
CNN and Ensemble model had lower Dice scores, Jaccard index, and low Hausdorff distances. 
This indicates that the proposed algorithm has improved the accuracy of brain tumor detection 
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when compared to these models. The Fractional wavelet [31] and PCA and TK-means [28] 
models had better Dice scores and Jaccard index than the 23 layers CNN [29] and Ensemble 
model [32], but they had higher Hausdorff distances. This suggests that these models were 
better at predicting the location of the tumor, but not the boundary.  

Overall, the proposed algorithm shows promising results in detecting brain tumors in MRI 
images when compared to the existing models. However, further improvements are needed to 
reduce the variability in detecting the distance between the predicted and ground truth tumor 
boundaries as indicated by the higher Hausdorff distance. 

5.2 Impact of Accuracy Level 
The performance accuracy level is computed based on the true positives and true negatives 

to identify the normal as well as abnormal MRI images. As illustrated in the graph, the 
performance of accuracy level is found to be increased using the proposed ACNN. One of the 
crucial parts of neural networks is the loss function, which measures model prediction error. 
The model has been trained with the help of training data.  

 

(a) 

 

(b) 

Fig. 6. Measurement Analysis of training and validation (a) Loss (b) accuracy  
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Additionally, validation loss is employed to evaluate how well a deep learning strategy 
performs on the validation set for brain image categorization. Fig. 6 (a) model training and 
validation loss and (b) training and validation accuracy for epochs =14 on the training and 
validation data.  At epoch 14, the training loss is 0.23, and the validation loss value is 0.43. 
The suggested ACNN pre-processes the MRI images to eliminate noise employing a KB filter, 
and this significantly demonstrates that the accuracy is higher and the identification seems 
more reliable. The training accuracy value is 1.0, while the validation accuracy value is 0.8. 
Also, the Adam optimizer in addition helps the model for optimizing the neural networks 
during training. 

5.3 Impact of Precision and Recall 

 

Fig. 7. Measurement of Precision-Recall 

The precision-recall curve (PRC), which depicts the connection between precision as well as 
recall, has numerous uses in the area of categorization. The recall on the horizontal axis 
displays the properly anticipated ratio of positive samples to genuine samples, whereas the 
precision values on the vertical axis show the right predictions as the ratio of positive samples 
to all positive samples. A high level of recall and precision indicates strong categorization 
ability. Based on several accuracy metrics and the ROC curve, the suggested work performs 
exceptionally well in binary-class categorization, as shown in Fig. 7. The noisy pixels are 
eliminated through image tissue pre-processing, and image tissue segmentation divides the 
image into several sections. Then, image tissue feature extraction is performed to extract the 
features, resulting in image classification with higher precision and recall. The graph in Fig. 
7, to a moderate extent, bows towards (1, 1), indicating a decently trained model. 

5.4 Impact of Mean Absolute Error 
The percentage of patient data that are mistakenly identified as being sick or not depends 

on the Mean Absolute Error (MAE). The mean absolute error is formulated as, 
 

𝑀𝑀𝐴𝐴𝑀𝑀 = �𝑃𝑃𝑃𝑃𝑓𝑓𝑡𝑡+𝑃𝑃𝑃𝑃𝑓𝑓𝑡𝑡
𝑁𝑁

� ∗ 100                                                 (17) 
 

From (17), ‘𝑀𝑀𝐴𝐴𝑀𝑀’ denotes the mean absolute error. ‘𝑃𝑃𝑃𝑃𝑎𝑎𝑖𝑖’ denotes the false positive. ‘𝑃𝑃𝑃𝑃𝑎𝑎𝑛𝑛’ 
symbolizes the false negative. ‘𝑁𝑁’ symbolizes the number of MR Images. MAE is expressed 
as a percentage (%). Fig. 8 shows the mean absolute error as a graphical depiction.   
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(a) 
 

 
(b) 

Fig. 8. Measurement Analysis of Mean Absolute Error (a) accuracy (b) loss 

The performance of mean absolute error using three methods is computed based on false 
positives and false negatives. The proposed model shows promising results based on the MAE 
value of loss and accuracy. The training process of the model lasted for 14 epochs, during 
which the training loss and validation loss were recorded as 0.25 and 0.42, respectively. This 
suggests that the model was able to reduce the loss during the training process, indicating that 
it learned the patterns in the data effectively.  

Furthermore, the MAE (Mean Absolute Error) scores for training and validation were 0.15 
and 0.18, respectively. The model's effectiveness tends to increase as the MAE values decrease. 
The fact that the validation MAE value is low indicates that the model is not overfitting the 
training set. Consequently, it can be inferred that the model accurately predicted the presence 
or absence of brain tumors in the given MRI scans. 

5.5 Impact of receiver operating characteristic curve  
In a graphical technique, the Receiver Operating Characteristic curve is abbreviated as ROC 

for displaying the tradeoff between the false positive rate of a deep learning classifier and the 
true positive rate of a learning deep classifier.  
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The ROC curve is illustrated in Fig. 9 using the true positive rate and the false positive rate. 
The curve closer to the upper left corner indicates that the proposed approach accurately 
classifies tumors from MRI scan images with a value of 0.98 in the proposed ACNN. ROC 
curve is determined through pre-processing, segmentation, and feature extraction for image 
classification with brain tumors. At first, the noisy pixels are removed by image tissue pre-
processing using the KB filter and then, the pre-processed image is divided into several 
segments using isotonic regression. Lastly, the features extracted using the Marr wavelet detect 
and localizes the tumor efficiently with a fast computation time and also it can handle large 
dataset. 

 

Fig. 9. Measurement Analysis of ROC curve 

5.6 K-fold validation 
The k-fold technique is a popular validation method where the training dataset is divided into 
k-folds, known as cross-validation. One fold is used for testing while the remaining k-1 folds 
are used for training, and this process is repeated for each fold. The results are evaluated 
collectively, and the mean accuracy is calculated. While this technique works well for 
balanced classification problems, it is not effective for imbalanced classes since it randomly 
divides the data without considering class imbalance. To address this, the stratified k-fold 
cross-validation technique is used, which maintains the same class ratio throughout the folds. 
Common values for k are 3, 5, and 10. In this study, a value of 10 was chosen to maximize 
classification accuracy. The K-fold cross-validation based on training and testing samples has 
been evaluated to determine the robustness of the proposed model. The accuracy, precision, 
recall, and F1-score for a 10-fold cross-validation based on the proposed ACNN model is 
shown in Fig. 10(a), Fig. 10(b), Fig. 10(c), and Fig. 10(d) respectively. 
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(a)                                                                         (b) 
 

 

      
 

(c)                                                                         (d) 

Fig. 10. Measurement Analysis of ROC curve 

The proposed ACNN model was evaluated using k-fold cross-validation, and its performance 
was assessed using various metrics. Firstly, accuracy was used to measure the overall 
correctness of the model's predictions. The ACNN model achieved an average accuracy of 
94.95% across the ten folds, with accuracy values ranging from 91.84% (fold 5) to 97.39% 
(fold 6). This consistently high accuracy suggests that the ACNN model excels at correctly 
classifying instances from the dataset. Next, precision was examined, which represents the 
proportion of correctly predicted positive instances (tumor) out of the total instances predicted 
as positive. The ACNN model achieved an average precision of 84.97% across the ten folds, 
with precision values ranging from 81.11% (fold 8) to 88.42% (fold 7). These results indicate 
that the model exhibits reasonably good precision, showcasing its ability to minimize false 
positives. 
Also, the ACNN model achieved an average recall of 91.64% across the ten folds, with recall 
values ranging from 87.56% (fold 4) to 93.56% (fold 6). These high recall values suggest that 
the ACNN model is effective in identifying the majority of positive instances. The F1-score, 
which combines precision and recall into a single metric, was also considered. The ACNN 
model achieved an average F1-score of 88.95% across the ten folds, with F1-score values 
ranging from 86.32% (fold 3) to 90.67% (fold 6). The consistent F1-score values indicate that 
the model can strike a good balance between precision and recall. 
Overall, the evaluation of the proposed ACNN model using k-fold cross-validation 
demonstrates its strong performance in terms of accuracy, precision, recall, and F1 score. 
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These metrics provide a comprehensive assessment of the model's predictive capabilities. The 
consistently high performance across the ten folds indicates the model's robustness and 
potential for practical applications. 

6. Conclusion 

The ACNN model provides a promising approach for enhancing the accuracy of brain tumor 
detection from MR images. The model leverages a combination of advanced techniques 
including KB Denoising, Isotonic Regressive Image Tissue Segmentation, and Marr Wavelet 
Transformation-based feature extraction, coupled with CNN architecture. The results of the 
experiments revealed that the proposed model outperformed traditional methods in terms of 
various evaluation metrics. These metrics included accuracy, sensitivity, precision, dice score, 
Jaccard index, Positive predictive value, recall, Hausdorff distance, specificity, and F1 score.  
According to the experimental results, a proposed ACNN attained a maximum accuracy of 
98.8% which is higher than the other existing models.  Hence, the ACNN model has the 
potential to serve as a valuable resource for assisting healthcare practitioners in the timely 
identification and diagnosis of brain tumors, thereby potentially enhancing patient outcomes 
and survival rates. However, one limitation of the proposed method is its reliance on a 
substantial volume of training data, which can pose challenges and consume considerable time. 
To overcome these limitations in the future, alternative deep learning architectures will be 
explored that require fewer data for training and validation. Additionally, the model can be 
further optimized by incorporating additional features or imaging modalities to improve its 
performance.  
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