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a b s t r a c t

Loose parts monitoring and detecting alarm type in real Nuclear Power Plant have challenges such as
background noise, insufficient alarm data, and difficulty of distinction between alarm data that occur
during start and stop. Although many signal processing methods and alarm determination algorithms
have been developed, it is not easy to determine valid alarm and extract the meaning data from alarm
signal including background noise. To address these issues, this paper proposes a denoising autoencoder-
based majority vote classification. Training and test data are prepared by acquiring alarm data from real
NPP and simulation facility for data augmentation, and noisy data is reproduced by adding Gaussian
noise. Using DAEs with 3, 5, 7, and 9 layers, features are extracted for each model and classified into
neural networks. Finally, the results obtained from each DAE are classified by majority voting. Also,
through comparison with other methods, the accuracy and the false alarm rate are compared, and the
excellence of the proposed method is confirmed.
© 2023 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Loose parts mean materials disengaged by mechanical damage
or corrosion from structure or tools left inside during construction
or maintenance. As an impact caused by loose parts occurs inside
the reactor during all operation procedures (starting, operating and
stopping), it can cause serious safety problems by blocking a flow
path, nuclear fuel damage, and driving obstruction. In order to
avoid these problems in advance, the loose part monitoring sys-
tem(LPMS) should monitor and analyze the impact signal to pre-
vent accidents caused by loose parts [1e3].

The LPMS uses accelerometers mounted on the outside of the
reactor system to detect signals that exceed a certain level and
classify them according to a specified algorithm. Currently, most
LPMS are designed to use a complex algorithm that uses the ratio
and time difference of the signals, called the event screen algo-
rithm, to determinewhether the signal is an actual impact signal or
not. The event screen algorithm performs several types of tests
independently to determine the authenticity of an alarm, and if all
of these tests result in an actual, the detected signal is judged as an
by Elsevier Korea LLC. This is an
alarm. Therefore, LPMS judges all signals as normal signals except
those signals that are determined to be alarms, as shown in
Fig. 1(a), and in the event of an alarm, actions such as emergency
shutdown are taken to resolve the problems occurring in the NPP.

The entire signal acquisition and discrimination process at the
current facility is shown in Fig. 2. Firstly, if the signal exceeds a
certain threshold set in the first determination, signal acquisition is
started. The acquired signal is judged by an independent algorithm
using signal ratio and time difference by the second discrimination,
the event screen algorithm, to determine the integrity of the signal.
This signal is interpreted as an impact signal from a loose part and
triggers an alarm. In practice, however, there are both valid alarms,
which are caused by actual loose parts, and false alarms, which are
not caused by loose parts. In other words, the existing LPMS has a
very high false alarm rate because it determines both these valid
and false alarm signals as alarms.

Fig. 1 shows the valid and false alarm signal that the LPMS
currently identifies as alarm signals. All of the signals represented
in Fig. 1 are currently considered alarm signals by LPMS, but as
mentioned above, Fig. 1(a) and (b) are valid alarms caused by a
loose part, while (c) is a false alarm caused by something other than
a loose part. This false alarm is a signal that the existing algorithm
has identified as an alarm, but is not actually caused by a loose part.
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Fig. 1. Signal pattern (a) Valid alarm signal in NPP (b) Valid alarm signal in ¼ scale facility (c) False alarm signal.

Fig. 2. Signal discrimination flow.
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Compared to an alarm caused by a loose part, it is not easy to
distinguish it from a valid alarm because the signal pattern is
similar. Also, the contamination of the signal due to background
noise generated in the operating environment makes it difficult to
determine and detect the alarm signal. This problem increases
maintenance cost as well as decreases the reliability of the LPMS.

There are twomain reasons for generating false alarms. The first
is that it is difficult to accurately classify alarm signals that occur
during the start and stop for operating the NPP. Former research has
been conducted steadily to detect loose parts in nuclear reactors
[4e12]. Among studies, most of them use comparison of RMS
values to determine alarm signals by comparing with empirical
threshold or extracting signal characteristics such as frequency
from the original signal [13e16]. Although these algorithms show
good results in normal operation of the NPP, they generate a large
amount of false alarms in other environments, such as start and
stop section of the NPP when temperature and pressure increase or
decrease rapidly, aggravating the task of operators and making it
difficult to detect impact signals quickly and accurately.

To reduce false alarms, Kim(Kim et al., 2002) proposed amethod
to find the optimal value of the rising time, half period, and
maximum amplitude to evaluate the impact signal using the neural
network [17], and Cao(Cao et al., 2012) proposed an approach to
reduce the false alarm rate by combining linear predictive
coding(LPC) and support vector machine(SVM) [18]. In addition,
Min(Min et al., 2014) attempted to reduce the false alarm rate by
introducing the frequency ratio(FR) method using the different
ratio of power spectrum density(PSD) between the impact and false
alarm signal [19].

Second, there is a contamination of alarm signals at acquisition
due to noise. In actual NPP, noise may occur due to the start and
stop of facilities, and the acquisition signal may be affected by
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changes in the surrounding environment. Therefore, efforts to
make the signal clearer and reduce the false alarm rate by removing
noise mixed with the signal acquired from the NPP have also been
consistent. Yang(Yang et al., 2016) used eigenvector algorithm(EVA)
to remove superimposed noise from the impact signal [20], and
Meng(Meng et al., 2020) eliminates noise through a method called
objective function method(OFM), confirming that it performs bet-
ter than noise removal through conventional wavelet trans-
formations [21]. In addition, Kim(Kim et al., 2001) effectively
eliminated noise in the high frequency band using moving average
filtering [22]. However, most of them require additional processing,
and there is a limitation in that the original signal cannot be used as
it is.

In recent years, with the development of deep learning tech-
nology, several deep learning methods concerning classification
have been applied to the fault diagnosis of machines. In order to
perform the denoising described above, some studies introduced
stacked denoising autoencoder(DAE) [23] after extracting signal
features, and then applied them to deep learning techniques to
classify the signal [24]. Also, a study was conducted on a model for
classifying images of acquired signals using time-frequency anal-
ysis [25]. Meanwhile, research is underway to perform fault diag-
nosis using deep learning techniques as they are in the raw signal
rather than methods which require additional processing such as
extracting signal features or noise removal. Haidong (Haidong et al.,
2017) explained how to detect signals differently from conventional
feature extractions by performing feature learning using the
autoencoder(AE) method on rotating machines [26]. Jia (Jia et al.,
2018) proposed further from the underlying AE and detected the
anomaly signal using values that normalized the weights of the
arbitrary segment signals through two techniques, normalized
sparse autoencoder(NSAE) and local connection network(LCN) [27].
Zhang and Yang performed fault detection on the raw bearing
signal based on convolutional neural network(CNN). Zhang(Zhang
et al., 2018) showed noise removal and improvement of general-
purpose results on datasets of training models through kernel
dropout and small batch training [28]. Yang(Yang et al., 2019)
proposed a method performing fault diagnosis using multi-channel
signals as opposed to single-channel signal data [29].

The purpose of this study is to develop a model that reduces
false alarm rates through the correct classification of alarm signals
and accurately determines contaminated signals due to back-
ground noise. Through this, it is expected to be a starting point to
overcome the shortcomings of monitoring facilities that had to rely
on related knowledge and experience.
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The outline of this paper is organized as follows. The pre-
liminaries are presented in Section 2. Then Section 3 mentions the
proposed method and evaluation index. The experiments and per-
formance results are described in Section 4 and 5. The conclusion
and future work of this paper is briefly summarized in Section 6.

2. Preliminaries

2.1. Problem definition

Accelerometers installed on the surface of the facility detect
vibrations during operation in real time and transmit them to the
LPMS. If the received signal exceeds a certain threshold, it detects
the anomaly, captures the signal and determines the authenticity of
the alarm signal. In this case, some of the signals identified as
alarms are valid alarms caused by the impact, while others are false
alarms caused by no impact. In summary, the problem is that the
alarms generated by LPMS contain both valid and false alarms, and
the current algorithm cannot distinguish between them, resulting
in a large number of false alarms.

The inability to distinguish between the two alarms is due to
signal characteristics and configuration. The actual acquired valid
and false alarm signals are shown in Fig. 1, and the signal data
acquisition is described in Section 3. All signals are acquired under
the same conditions as in a real nuclear power plant environment.
The signal is captured at a sampling rate of 200 K and the accel-
eration of the vibrations generated by the plant is measured using
accelerometers. From the point where the signal exceeds the
threshold(4 g), the signal is measured for a period of 15 ms forward
and 85 ms backward. Fig. 1(a) and (c) are the valid and false alarms
obtained from the NPP, and it can be seen that the shapes of the two
are similar to the naked eye. In addition, the characterization of the
signals by signal processing showed that the distributions of the
two signals overlap significantly. Therefore, we should ultimately
reduce the false alarm rate by developing a model that clearly
distinguishes between the two alarms.

2.2. AE-based anomaly detection and classification

Classifying is one of the oldest and most common problems
encountered in industry. A variety of statistical techniques and al-
gorithms are used, with appropriate models depending on the type
and nature of the data. In the past, research has focused on the pre-
processing of data to extract features and to select classifiable
criteria, or on the grouping of the same features according to their
distribution. However, these studies are time consuming and
require specialized knowledge to apply additional pre-processing
or to select different attributes depending on the nature of the data.

To address the above issues, this study uses an autoencoder to
automatically extract data features from the raw signal and
perform classification using the extracted features. Autoencoder-
based data classification is a clustering-based method that cate-
gorizes data in a space of latent vectors that represent the most
important features of the data. This means constructing a new
representation space that better encapsulates the features of the
data, and separating the data according to the latent vector
extracted from that feature map. The idea is to sort the data on the
assumption that the data of the same class will be close to each
other. So, it is important to find a good representation space where
different classes can be well distinguished in order to achieve
good classification performance.

Preprocessing the input requires expertise in selecting or
extracting features. The disadvantage is that it increases the time
required. Therefore, in this study, by using the raw signal as it is, the
model automatically selects and extracts features, and performs
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end-to-end learning without the need for separate preprocessing.
Through this, the entire process was automated, and the feature
selection and extraction procedure through expert knowledgewere
excluded.
2.3. Autoencoder

AE consists of an encoding structure that compresses the data to
extract only the important features, and a decoding structure that
reconstructs it to resemble the original data. This means that the
model learns by comparing the input data with the output data
after compressing and restoring, and extracts the best compressed
and restored latent vectors. Here, the latent vector is the bottleneck
layer at the center of the AE, representing values that embody
important features of the input data. Important features are data
that have been stripped of information that is not valuable as data,
such as noise.

It is a symmetric structure with input and output layers on
either side and a bottleneck layer in the middle. When data is
received as input, AE consists of an encoder to reduce the input to a
latent variable and a decoder to play back the latent variable as
input. Basically, the two-part structure is symmetric, and the rep-
resentation of the ðlþ1Þ � th layer is as follows.

alþ1 ¼ f
�
Wlal þ bl

�
where f ð $Þ is the activation function, al is the output of the l� th
layer, and Wl and bl are weight and bias between the l� th and
ðlþ1Þ � th layers, respectively.

Here, the encoder extracts essential features from the input, and
the decoder reconstructs the input from the output of the encoder.
In other words, the purpose of AE is to reduce the input data to a
low-dimensional latent vector and to implement the original input
as it is in the input data reproduced from this latent vector. The loss
function of AE is calculated as follows.

lðx; ~xÞ¼
Xn
j¼1

�
xj � ~xj

�2

where xj is j� th data of input x and ~xj is j� th data of input ~x.
AE performs training by minimizing the mean squared error

(MSE) or the mean absolute error (MAE) as the mathematical
expression as below. Here, MAE is used because it is necessary to
classify differences between classes by sensitively responding to
local variations in the signal [31].

LMSE ¼
1
N

XN
i¼1

ðxi � bxiÞ2; LMAE ¼
1
N

XN
i¼1

jxi � bxij
where xi is the i� th sample and N is the number of samples.

In this study, 4 types of DAEmodels (3, 5, 7 and 9-DAE) are used.
The DAEs are designed in accordance with the number of layers in
the hidden layer. Once the AE has successfully trained a feature on
the input data, it can be said that it is an appropriate AEmodel to be
used for classifying.
2.4. Denoising autoencoder

DAE is the model proposed by Vincent [30]. Basically, it has the
same structure as the AE, and when a contaminated input is
received, it is an AE model that reproduces the original data.
Comparing to the AE, it is almost identical except that the input
data is replaced by the contaminated input data. The basic structure



Fig. 3. Architecture of Denoising auto-encoder with 5 layers including latent vector.
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of the DAE is shown in Fig. 3. In other words, all configurations are
the same except that the input is noisy, contaminated data in
comparison to the AE. DAE has the advantage of removing the
embedded noise in the input as well as extracting better features
while retaining the information in the input data. Therefore, if the
noise is strong, the AE will have difficulty extracting the main
features that contain data information, but the DAE can extract
more accurate data features by removing the noise. This is because
the input is a noisy, contaminated signal rather than the original, so
the parameters are modified during compression and restoration to
extract better features.
3. Proposed model

3.1. Proposed network

To differentiate the alarm signal between valid and false, DAE-
MV is now proposed. The entire architecture is shown in Fig. 4.
As with the typical classification model process, the proposed
model learns and scores through training and test data. Prior to
learning, the signal data does not perform any pre-processing to
extract signal features, and only prepares the input data set ac-
cording to the signal size.

In training, we prepare a noise signal to be used as input and a
raw signal to compare with the reconstructed result, which noise
and raw signals train the model to minimize the discrepancy be-
tween them. The model is robust to noisy signals and uses the AE
part of the DAE to obtain awell-characterized latent vector from the
Fig. 4. Architecture of DAE-based majority vote classification network.
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input signal. The resulting latent vector is mapped to the new
representation space and contains the important features of the
input data. The latent vector becomes the new input, which is
divided into two classes by the neural network. This ensures that
each DAE has its own feature map and classification results.

The results of the four classifiers with different number of layers
obtained above are then fed back into the input of the majority vote
classifier and used for the final classification. Because the features
represented in each layer are different, the features you observe
will vary depending on the depth of the layer. This is used to classify
the data using a majority voting method based on the classification
results for each layer. The results for each DAE are weighted
differently to prevent the voting results from being identical.
3.2. Procedure of proposed method

The proposed DAE-MV procedure consists of three steps. First,
four DAEs with different layers are used to extract the latent vectors
of the data to be represented in feature space. A neural network is
then used to classify the latent vector using the features extracted
from each DAE. Finally, the results of each DAE are used to classify
the data classes using a majority voting method. Each step is as
follows, and the detailed structure and parameters are shown in
Fig. 5.

Step 1. To extract latent vectors representing different features,
use a DAE with different numbers of layers. As the input data is
compressed and restored, the DAE updates the parameters. The
weights are fixed for later classification.
Step 2. The extracted latent vectors are mapped to the feature
space. Binary classification is performed using a neural network.
The class probabilities obtained by the classifier are used as
input for the next step.
Step 3. Based on the information obtained from each DAE, the
class of the data is determined by majority vote.

In a series of steps, the model extracts the latent vectors that
best represent the features of the data and uses these values to
calculate the probability of classifying the data in each DAE. The
probabilities are then used to classify the data according to a ma-
jority vote.
Fig. 5. The architecture and parameters of the proposed meth.
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3.3. Performance metrics

To classify the two alarm signals, the AE extracts representation
features through training, and the classifier performs binary clas-
sification through the extracted representation features. When bi-
nary classification is performed, it can be divided into the number
of four cases - true positive (TP), true negative (TN), false positive
(FP), and false negative (FN) - according to the classification results,
and it is possible to evaluate howwell the datawere classified using
the combination of these values. TP refers to a case where a valid
alarm is predicted as valid, and TN is a case where a false alarm is
predicted as false. FP is predicted to be valid, but it is actually a case
of false alarm, and FN is a case where a false alarm is predicted, but
it is a case of valid alarm.

This study used accuracy, precision and recall as representative
performance metrics among those commonly used as classification
metrics, adding false alarm rate to assess frequent false alarm
occurrence. Accuracy indicates whether or not valid and false
alarms are correctly classified among all signals, and FAR is the
proportion of false alarms that the model misidentifies as valid
alarms. False alarm rate (FAR) and accuracy are expressed as
follows.

False Alarm RateðFARÞ ¼ FP
TPþ FP

� 100 ð%Þ

Accuracy ¼ TPþ TN
TPþ TNþ FPþ FN

� 100 ð%Þ

On the other hand, precision and recall are also important
metrics, given the specificity of NPP and the rarity of impact-
induced alarms. Ultimately, a good classification model should be
good at both metrics at the same time. There can be no sacrifice of
one for the sake of the other. Therefore, to check the performance of
recall and precision at the same time, the F1-score is used. Each
metric is expressed as below.

Precision¼ TP
TPþ FP

� 100 ð%Þ;Recall

¼ TP
TPþ FN

� 100 ð%Þ; F1� score

¼ 2� Presicion� Recall
Precisionþ Recall

� 100 ð%Þ

The above metrics allow to check not only the performance of
the model, but also how much the false alarm rate is reduced, and
to exclude models that do not detect real alarms, even if they have
good classification performance. In this way, an optimal classifica-
tion model can be selected.
4. Experiments

4.1. Preparation of dataset

In order to conduct this research, the generation and collection
of data is essential. Especially for data-driven classification models,
data collection is the most important part of the research. Both
valid alarms caused by impact and false alarms generated in the
field are collected to train and test the model to discriminate be-
tween real and false alarms. However, while false alarm data can be
obtained during the start-up of the NPP, valid alarm data caused by
an impact is not feasible for safety and practical reasons. Therefore,
the data was acquired through an impact test using a metal sphere
externally, and the same impact test was performed on a 1/4 scale
model of the NPP structure to supplement the data. For data
acquisition, data is received from 18 sensors at a sampling rate of
3720
200 KHz, as shown in Fig. 6(c), and the signals are acquired for
100ms. A total of 1225 valid and 1225 false alarms are acquired and
the data is used in a 7:3 ratio for training and testing. The acqui-
sition process for each signal is as follows.

4.1.1. False alarm signal at NPP
Whilemost of the false alarm signals are neglected or classified as

unnecessary data until now. Not only has the number of false alarm
data recorded and stored has been small in quantity, but also the
interest in analyzing it has been very low. So, the data management
of false alarms has not been done well. It is necessary to record false
alarms that occur during the operation of NPP, and for this purpose,
signals have been collected during the period of false alarms.

4.1.2. Valid alarm signal at NPP
Accelerometers installed on the surface of the NPP collect the

vibration signals generated by the collisions of metal debris in the
interior. It is very difficult to obtain a signal by inserting a small
metal part inside or hitting the surface during NPP operation. So, it
is not easy to obtain a sufficient amount of signal acquired from
facility for training and testing models. In this study, an artificial
impact is created externally using a metal ball and the vibration is
picked up by a sensor to provide an alarm signal from the impact. In
Fig. 6(a), four accelerometers are installed on the surface of the
steam generator and the signals are acquired by performing an
impact test with a 227 g steel ball at the same location as in Table 1,
taking into account the safety and design of the facility.

4.1.3. Valid alarm signal at 1/4 scale test facility
Getting a sufficient amount of valid alarm data for learning the

model is one of the big problems. In addition, it is necessary to
augment the valid alarm data to resolve the imbalance with the
number of false alarm data. Therefore, as shown in Fig. 6(b), this
study attempted to solve this problem by performing an impact test
on a 1/4 scale test facility in KAERI to obtain additional impact
signals. An impact signal is detected by sensors at three points
excluding the upper position, and the impact test is conducted at a
position equivalent to the impact test conducted at the existing
power plant, as shown in Fig. 6(a). Considering that the mass and
velocity of loose parts generated in the real environment is various,
an impact signal is obtained by variously simulating the impact
mass(37, 70, 113, 132, 174, and 199 g).

To confirm the association between the signals acquired in the
field and test facility, the event screen algorithm of the existing
LPMS facility is used to distinguish between the two signals. As a
result, it is found that they have similar configurations as shown in
Fig. 1(a) and (b), and are identified as alarm signals. To compare the
similarity of the signals obtained in the field and in the test facility,
the distributions of representative signal characteristics such as
frequency, skewness, kurtosis and impulse factor are examined.
The probability density functions of the two signal characteristics
are shown in Fig. 7. Both signal distributions are contained within
the characteristic range of typical impact signals, and are found to
have distributions in adjacent ranges. In particular, we can see that
the frequency ranges are very similar, which is an important
characteristic that distinguishes an impact signal. This means that
the impact signals obtained in the test facility are similar to those in
the field.

4.2. Generate noise signal

In the real world, the complexity of the peripherals and the
variety of noise generated by the environment make it impossible
to account for all types of noise. However, it is safe to assume that
the noise generated when running continuously will not vary and



Fig. 6. (a) Schematic diagram of sensor location at steam generator (b) Impact test on ¼ scale steam generator model (c) Schematic diagram of sensor location at NPP.

Table 1
Information of the impact test.

# Location 1 (Height) Location 2 (Angle)

1 T (Top) 0/90/180/270 ⁰

2 U (Upper) 0/45/90/135/225/270/315 ⁰

3 M (Middle) 0/45/90/135/180/225/270/315 ⁰

4 L (Lower) 0/45/90/135/180/225/270/315 ⁰

5 B (Bottom) 1/90/270 ⁰
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will remain constant. Depending on the assumption, the noise used
for the NPP is somewhat random and has a standard distribution. In
other words, the noise generated by the NPP is replaced by
Gaussian noise, and the noise signal and the original signal are used
for training by adding noise of different sizes to the original signal
Fig. 7. Compare the characteristics of signals acquired in the field and in te
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by changing the noise size according to the situation. For a quan-
titative measure of the added Gaussian noise, the signal-to-noise
ratio (SNR) is used, which is defined as follows.

SNRdB ¼10 log10

�
PSignal
PNoise

�

where PSignal and PNoise are the power of the original signal and the
added Gaussian noise, respectively.

By learning the DAE with this noisy signal, if the signal acquired
in the real environment is also noisy, it can be used in the classi-
fication model without additional filtering and robustness can be
confirmed.
st facilities (a) Skewness (b) Kurtosis (c) Impulse factor (d) Frequency.
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5. Performance results

5.1. Comparison methods

The focus of this research is the accurate classification of LPMS
alarm signals. Using the signals obtained in sections 4.1 and 4.2, we
compare them with the results of other classification methods to
verify the performance of the proposed model. The other models
for comparison are the algorithmically based FR method [16] and
common machine learning classification models: SVM, logistic
regression classification(LRC) and k-nearest neighborhood(k-NN)
approaches. In order to verify the effectiveness of the DAE, we
also carry out a comparison of the performance of AE models with
the same structure. Table 2 is the details of the models being
compared.

5.2. Comparison results of raw and noisy datasets

The accuracy of the proposed model and comparative models
are compared using the raw data prepared in section 4.1 and the
noisy data in section 4.2, respectively. The size of the input is the
same(100 ms) as the signal data obtained from the NPP.

5.2.1. Raw data classification result
Using raw data, the data-driven models perform well overall,

with the exception of the algorithm-based FR method. The models
that used the AE and DAE are some of the best performing models.
Fig. 8(a) shows the results for accuracy performance. On the other
hand, in the case of the AE, the performance of the raw data is high
regardless of the number of hidden layers, which is likely due to the
fact that the raw data shows a good feature, so that even if the
layers are shallow, the features can be sufficiently extracted. In
Fig. 8(b), we can see the overall classification quality through the
F1-score value. It has the same high performance as the accuracy.

5.2.2. Noise data classification result
In Fig. 8, Compared to the raw data results, all models with noise

data show lower or similar performance. In particular, AE models
showed significant performance degradation. However, in the case
of the DAE, the 5-DAE model showed the highest accuracy of
96.73%, and the performance did not deterioratemuch compared to
the raw signal result in all models. As a result, the excellence of the
DAE model can be confirmed for noise data. It was confirmed that
the 5-DAE is the best model for raw and noise data.

The results of the noise data classification can be seen in Fig. 8
alongside the raw data results. Overall performance is lower or
similar to the raw data results. In particular, AE shows a significant
Table 2
Description of comparison methods.

Methods Description

FR method After converting the data to PSD, compare the area of the PSD
graph based on 15 kHz. If the area ratio is greater than 1, it is an
impact signal, and if it is less than 1, it is a non-impact signal.

SVM Classify by selecting the best hyperplane to separate the data,
i.e. the hyperplane with the largest margin between the two
classes.

LRC Regression is used to estimate the probability of data falling into
a category as a value between 0 and 1, and to classify it into a
more likely category based on that probability.

k-NN Classification into the class assigned to the most frequent class
among the k nearest neighbors in the feature space. Formajority
rule, k is an odd number greater than or equal to 3.

AE Prepare an AE model with the same structure as the DAE to
investigate the effect of denoising. Prepare an AE model with
3,5,7,9 layers, the same as the DAE.
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drop in accuracy and F1 score. This is likely due to the fact that AE
performs reconstruction on the noiseless data, which allows for
good feature extraction on the raw signal, but hinders feature
extraction on the noise data.

For the DAE models, on the other hand, the DAE5 model had the
highest accuracy at 96.73%, and all models did not degrade signif-
icantly with noisy signals. This is because the input is the noisy data
and the output is the raw data, so the DAE extracts features while
performing the denoising itself. These results demonstrate the
robustness of the DAE model to noise data. Furthermore, by con-
firming that the 5-DAE is the best model for raw and noisy signal
data, we can conclude that the feature map of the latent vector
extracted from the 5-DAE performs the best. In summary, both AE
and DAE perform well when classifying with raw data only, but
when classifying with noise data, DAE, which can remove noise,
performs better than AE.
5.3. Robustness of the DAE with noise

To verify the robustness of the DAE model mentioned in Section
5.2, we evaluate the performance of the AE and DAEmodels on data
where the noise is added at the same rate as the raw signal, as
shown in Fig. 9(a). For the AE, as the size of the noise increased, a
steep decline in the performance of the model is observed.

The DAE, on the other hand, suffers from the same degradation
in performance as the AE, but not to the same extent. There is no
significant change in performance for the 10 dB noise data, but
performance is reduced by 10e20% for the 1 dB noise data. The 5-
DAE also performed best when the noise was low, but as the noise
increased, the 7-DAE and 9-DAE performed better. This is because
the deeper the layer, the more denoising it is and the better the
features are extracted.

This is also the case for the AE model, where we can see that the
accuracy increases with the number of layers for 10 dB noise data.
However, when the level of noise becomes too high, it seems
difficult to extract the correct signal features from the data, even as
the depth of the layer increases.
5.4. Classification results using DAE-MV

It is confirmed that the DAE model shows the best performance
for noise signal discrimination. However, looking at the results of
the DAEmodels, the data misclassified by all DAEs are not the same,
and the classification results are different for each model. There-
fore, based on the results of the four DAEs (3-, 5-, 7- and 9-), it is
expected that the performance improvement can be led through
the majority vote classification method.

The performance of the DAE and AE for each number of layers is
shown in Fig. 9(b), along with the performance of autoencoder
majority vote(AE-MV) classification method and DAE-MV results.
DAE outperformed the AE on all models for noise data. The use of
majority voting also appears to improve classification performance
for both DAE and AE. This means that the DAE-MV performed best,
and even the AE model, which performed poorly on noise data,
shows a large improvement in performance when classified by the
majority voting method of multiple models.

In Fig. 10, the confusion matrix is used to visualize the
discrimination results of the FR method, 5-DAE, which performed
the best among the single DAE models, and the DAE-MV. The FR
method, with its low accuracy, often resulted in incorrectly
resolved valid and false alarms. Of the 368 and 367 valid and false
alarms respectively, the 5-DAE correctly classified 356 and 355.
Finally, DAE-MV correctly distinguished 360 and 364, respectively,
with 98.5% accuracy.



Fig. 8. Performance of classification model (a) Accuracy (b) F1-score.

Fig. 9. (a) Accuracy of AE and DAE for confirming the robust of model (b) Comparison of AE and DAE accuracy according to numbers of layers with DAE-MC accuracy.

Fig. 10. Confusion matrix of classification models (FR method, 5-DAE, and DAE-MC.

Table 3
Performance metric result (SNR ¼ 10 dB).

Model Performance metric (%)

Accuracy FAR F1-score

FR method 41.14 39.78 27.23
LRC 90.75 18.26 91.52
SVM 92.11 15.8 92.69
3-NN 80.54 37.87 83.58
3-AE 66.39 0.54 49.89
5-AE 71.43 0.54 60.38
7-AE 85.99 1.09 83.93
9-AE 89.12 6.27 88.6
3-DAE 95.51 2.18 95.41
5-DAE 96.73 3.27 96.74
7-DAE 91.02 2.72 90.43
9-DAE 93.06 1.91 92.7
AE-MV 96.33 2.72 96.3
DAE-MV 98.5 0.82 98.5
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5.5. Performance metric result

Using the performance metrics described in Section 3.3, we
check the performance of the proposed model and the comparison
model. The results are shown in Table 3, which examines the per-
formance of the model in terms of accuracy, F1 score and FAR.
Overall, the FR method is the worst performing method with noise
data. The machine learning-based classification models (LRC, SVM,
and k-NN) had good accuracy and f1-score, but a relatively high
false alarm rate.

In the AE and DAE classification results, AE model performs
better as the number of hidden layers increases, but the 9-AEmodel
has a high false alarm rate despite its high accuracy. This means that
accurate feature information can be extracted with increasing
depth, but the features of valid and false alarm become more
similar with depth, which seems to cause false alarm to be mis-
classified as valid alarm. In addition, the false alarm rate of the 3-AE
and 5-AE is low, which appears to be a goodmodel, but the F1 score
and accuracy are also low. This is because the data that should have
been determined as valid alarm are determined as false alarm. It is
3723
therefore not a suitable classification model.
In the case of the DAE, all the models have an accuracy and F1-

score above 90% and FAR below about 4%. This is an indication that
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classification can be very robust to noise data. This allows for very
robust classification against noisy signals, and we found that DAE-
MV, composed of multiple DAE models, performed well across all
metrics. It has a FAR of around 0.82% and an F1 -score of 98.5%, with
an accuracy of 98.5%. It can be concluded that the DAE-MVmodel is
the best performing classification model.

6. Conclusion

Under steady-state, no signals other than background noise are
picked up by the sensors attached to the NPP. So, when a special
signal such as an impact occurs, it makes the right decision and is
highly accurate with few false alarms. However, many false alarms
can be caused by temperature and pressure fluctuations during
power plant start-up and shutdown. It's difficult to distinguish false
alarms from valid ones. This is because the comparison values and
shapes of the valid and false alarm signals are very similar. In
addition, it can be difficult to accurately detect and identify alarm
signals due to the background noise generated during operation.

This study proposes a denoising autoencoder-based majority
vote network method for alarm signal discrimination, which can
distinguish alarm signals contaminated by noise. Through each
DAE, the noise signal without preprocessing is used as the input.
Also, the feature space that allows the signals of each class to be
well distinguished is well extracted by the DAE. Finally, the alarm
type is determined using the results of each DAE as input to the
majority classification network.

The proposed model classifies valid and false alarms with high
probability and is able to distinguish between false alarms that
have not been distinguished by existing algorithms and other
classification models. Therefore, by reducing the false alarm rate to
0.82%, the proposed model is expected to reduce unnecessary false
alarms, improve system performance, and reduce operator fatigue
and costs compared to the existing method.
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