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Abstract 

 
Command and control networks(C2N) exhibit evident multi-network interdependencies owing 
to their complex hierarchical associations, interleaved communication links, and dynamic 
network changes. However, the existing command and control networks do not consider the 
effects of dependent nodes on the load distribution. Thus, we proposed a command and control 
networks load allocation strategy based on interdependence strength. First, a new measure of 
interdependence strength was proposed based on the edge betweenness, which was followed 
by proposing the inter-layer load allocation strategy based on the interdependence strength. 
Eventually, the simulation experiments of the aforementioned strategy were designed to 
analyze the network invulnerability with different initial load capacity parameters, allocation 
model parameters, and allocation strategies. The simulation indicates that the strategy 
proposed in this study improved the node survival rate of the interdependent command and 
control networks model and successfully prevented cascade failures. 
 
 
Keywords: command and control networks, interdependence strength, load distribution 
strategy. 
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1. Introduction 

In the 6G[1] era, the interaction between different networks becomes more intricate and 
shows obvious characteristics of dependence, which is usually studied by the method of 
dependency networks. Interdependent networks are characterized by a certain dependency 
relationship between one another, making them more vulnerable than general networks 
considering cascade failures. Command and control networks(C2N) are featured by complex 
hierarchical associations, interleaved communication links, and dynamic network changes[2]. 
Moreover, they exhibit dependencies on multiple types of networks such as sensor, command 
and control, and firepower strike networks. Consequently, if a single failure were to spread 
across a network, cascade failures would be triggered, leading to risks such as destroyed nodes, 
broken links, and a destructed network. As a result, the combating effectiveness would be 
significantly affected. Thus, it is critical to develop a load allocation strategy for 
interdependent C2N to effectively address the problem of cascade failures and improve their 
invulnerability. 

Research regarding interdependent networks started in 2010 when Buldyrev[3] et al. 
proposed a one-to-one cascade failure model for grid and communication networks for large-
scale power outages. Currently, research regarding the cascade failure of dependent networks 
primarily focuses on the cascade failure model, coupling mode, coupling strength, and load-
capacity(ML) model. 

1) Regarding cascade failure models, researchers have primarily built different network 
models to analyze the cascade failure process of interdependent networks. Wang et al. [4] 
considered the direction of interdependent edges, and analyzed the cascade failure model of 
dependent networks based on asymmetric dependency relationships. Kang et al. [5] 
constructed a two-layer interdependence network model for the command information system 
and established a dynamic failure-recovery model. Tian et al. [6] considered the energy support 
relationship between the interdependent networks, and a load-based energy support cascade 
failure model was proposed. Yu et al. [7] proposed a cascade failure model for interdependent 
networks based on the load of interdependent edges and applied it to an interdependent metro-
bus network to analyze the load distribution induced by the interchange between different 
transportation networks. In another study[8], the authors constructed a cascade failure model 
for interdependent networks based on actual data on urban clusters in the Chengdu-Chongqing 
region and compared the cascade failure of a single network with that of a coupled network. 
In addition, the non-uniformity of network structures owing to spatial factors in the real world 
was considered[9], and the cascade failure of spatially modular interdependent networks was 
investigated. 

2) Regarding the coupling strength and modes, researchers have primarily analyzed the 
invulnerability of interdependent networks under varying coupling strengths and modes. The 
robustness of two-layer interdependent networks was analyzed under different attack strengths, 
coupling strengths, and topologies[10]. In another study[11], 14 methods of adding edge-
linking strategies were proposed to improve the robustness of scale-free networks considering 
deliberate attacks. Li et al. [12] analyzed the robustness of scale-free interdependent networks 
under three coupling strategies: assortative link, disassortative link, and random link. Xu et al. 
[13] generated different types of directed–undirected interdependent networks with varying 
coupling modes and investigated the cascading failure robustness of these types of networks. 
Chen et al. [14] proposed an internal link additional strategy and a coupling link additional 
strategy based on low relative betweenness. Yang et al. [15] identified the key vulnerable 
edges by relying on the centrality, degree, betweenness, and PageRank of the nodes at both 
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ends of the interdependent edges and proposed a strategy to remove the vulnerable coupling 
edges. Lin et al. [16] calculated coupling coefficients based on the proportion of intra- and 
inter-layer load allocation and introduced a dynamic coupling strategy based on these coupling 
coefficients. Hao et al. [17] proposed assortative coupling with harmonic closeness (ACH) and 
disassortative coupling with harmonic closeness (DCH) considering the shortest paths between 
the nodes. 

3) Regarding the ML model, researchers have primarily studied the initial load on the 
nodes and the load allocation strategies. Zhang et al. [18] proposed a load redistribution 
strategy for interdependent networks based on the maximum remaining capacity of 
neighboring nodes. Kumar et al. [19] considered a multi-layer interdependent network model 
and proposed an optimal load redistribution strategy for intra-layer and inter-layer links. Xing 
et al. [20] constructed a double-layer networked command information system with weights 
and analyzed the performance of three different load allocation strategies and the integrated 
allocation strategy. Liu et al. [21] constructed an asymmetric interdependent C2N and 
communication network and proposed a capacity allocation method for resource-constrained 
nodes. In a previous study[22-23], a cascading failure model of interdependent networks based 
on mutual traffic redistribution under fluctuant load was proposed. Besides, the 
interdependence between coupled layers is realized by mutual traffic redistribution. Fu et al. 
[24] proposed an interdependent cascade model and analyzed the effects of different attack 
strategies on the robustness of the interdependent network. Liu et al. [25] proposed a partially 
interdependent network model of multimode rail transit, and developed a novel cascading 
overload failure model with tunable parameters of load redistribution inter subnetwork. 
Considering the residual capacity, Zhang et al. [26] proposed a dynamic load redistribution 
strategy based on the local load factor of the nodes. Nevertheless, most of the aforementioned 
studies present improvements in the load distribution strategies based on the node degree, 
betweenness, and residual capacity of a single network, and thus cannot reflect the effects of 
the interdependence strength of the nodes on cascade failure. 

Although presenting a foundation for the study of cascade failures of interdependent C2N, 
the aforementioned studies merely considered the dependent edges as the connected edges 
between the networks, and failed to consider that the connected edges of different 
interdependent nodes would generate different interdependence strengths. Meanwhile, most 
existing load distribution strategies have not considered the effects of dependent nodes on load 
redistribution. Thus, we defined the interdependence strength of the C2N in this study 
considering the edge betweenness and the shortest path between the interdependent nodes and 
proposed a load allocation strategy for the C2N based on the interdependence strength, which 
consequently improved the invulnerability performance of the C2N. The primary contributions 
of this study are as follows: 

1) A new definition of the interdependence strength of C2N was given based on the edge 
betweenness and the shortest path between the interdependent nodes, and a measurement 
method for the interdependence strength based on the edge betweenness was proposed. 

2) A C2N load allocation strategy based on interdependence strength was proposed to 
address the discord between load allocation and interdependence. 

3) Algorithm simulation experiments were designed to analyze the parameter changes of 
the initial load definition, allocation model parameter changes, and the performance of 
different allocation strategies considering the network invulnerability. 

Section 2 presents an analysis of the characteristics of the C2N and a respective two-layer 
interdependent model. Section 3 provides a new definition of the interdependence strength and 
proposes a measurement method for the interdependence strength based on the edge 
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betweenness. In Section 4, based on the ML model, we established the initial load definition 
method considering the layer degree and proposed a C2N load allocation strategy based on the 
interdependence strength. Section 5 presents the simulation analysis; simulation experiments 
were designed to compare and analyze the changes of the initial load definition parameters, 
distribution model parameters, and the network invulnerability performance under different 
allocation strategies. Section 6 concludes this study with a summary and outlook. 

2. Two-layer interdependent C2N model 
A C2N system is composed of a battlefield command and control entities at all levels and of 
all types that have a command and control, as well as the coordination relationship and their 
associated relationships[27]. Based on the complex network theory, the rules for constructing 
an interdependent command and control network were set up as follows: 

Rule 1: Treat all levels of command entities and their functional units as nodes of the 
network without considering individual differences. 

Rule 2: The command and control relationship within the system serves as the edge of 
the network, including the command information flow and the feedback letter flow, with no 
direction of the edge in the network. 

Rule 3: All edges have the same weight of 1 and there are no edges connected to the node 
itself. 

Moreover, it is also necessary to consider the two primary information flows of the C2N 
[28]: (i) the command and control relationship from the higher to lower hierarchy, and (ii) the 
coordination relationship between the same hierarchy. Based on this, a two-layer 
interdependent C2N model was constructed, as presented in Fig. 1. To simplify the analysis, 
the connection between two sub-networks was established by random coupling, and the inter-
layer coupling edge was only set up as a command and control relationship between two layers, 
which characterizes the command and control information flow. 

 

 
Fig. 1. Two-layer interdependent command and control network model. 

 
The two-layer sub-networks are denoted as Network A and Network B. The network is 

denoted by G=（V, E）. The set of all nodes in the network is denoted by V=NA∪NB , 
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Network B is denoted by NA and NB, respectively. E=Econnectivity∪Edependency denotes the set of 
the intra-layer connected edges and inter-layer dependent edges in the network, where the 
intra-layer connected edges represent the coordination of the nodes within a layer while the 
inter-layer dependent edges characterize the command and control relationship of the upper 
layer to the lower layer. The adjacency matrix W denotes the network G, and the two-layer 
interdependent command and control network model is represented as follows: 
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3. Edge betweenness-based interdependence strength 
Interdependent edges reflect the association between sub-networks in terms of the exchange 
of material, energy, and information[29]. The more frequent the exchange, the greater the 
mutual influence between networks. The strength of mutual influence between such networks 
is called interdependence strength.  

The interdependence strength measures the tightness of the connection between the nodes 
in the two networks that are coupled to one another and also indicates the degree of influence 
and control of one network on the other. Literature [30] argues that the more important the 
interdependent nodes i  and m  are, the greater impact their failures will have on the 
occurrence and propagation of cascading failures in interdependent networks. It is pointed out 
that the node importance is positively correlated with the interdependency strength. Besides, 
the node degree is used to measure the node importance, and the definition of interdependency 
strength is given as follows:  

[ ]m , 0,1im i m iQ w w k kδ δ δ= = ∈                                            (2) 

where Qim denotes the interdependency strength between two nodes with a coupling 
relationship,and iw = ikδ  represents the weight of node i . ki

δ represents the degree of node i, 
and δ is the adjustable parameter of the interdependence strength. The degree only measures 
the local importance of the node and does not measure the global information of the network. 
We propose a novel definition of interdependency strength based on the physical significance 
of interdependent edges in the exchange of material energy information between subnetworks. 
It takes into account the global information associated with these edges starting from the 
frequency of information flow passing through interdependent edges between subnets. 

First, the definition of edge betweenness centrality is given. The edge betweenness is the 
ratio of the number of the shortest paths passing through the edge to the total number of 
shortest paths in the network. Supposedly, if the shortest path through the edge eij between 
nodes g and k is L(g,k,eij) then the edge betweenness Bij of eij can be expressed as follows: 
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The edge betweenness reflects the transmission and control capacities of the path relative 
to the network resources. The larger the edge betweenness, the more times any node in the 
network passes through the edge, the stronger the transmission and control capacities of the 
edge to network resources, and the greater its role in the network[31].  

Secondly, a new definition of the interdependence strength of the interdependent C2N 
was given based on the definition method of the edge betweenness and frequency of passing 
through the dependent edge when the information energy is transferred between: 

                                           
(A BN N

ij mn
mn mn

i j ij

e
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θ
θ

= =∑∑
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                                                  (4) 

Where mnQ  is the strength of the dependence between nodes m and n. bmn is the proportion 
of the paths passing through the interdependent edge emn relative to the total number of the 
shortest paths from nodes in Network A to nodes in Network B, and θij denotes the number of 
the shortest paths from node i in Network A to node j in Network B. θij(emn) is the number of 
the shortest paths from node i in Network A to node j in Network B that pass through the 
interdependent edge emn. The larger the bmn, the higher the frequency of information interaction 
between subnetworks flowing through the dependent edge, indicating that the dependent edge 
plays a stronger role in the network information flow process, and the stronger the 
interdependence strength between the nodes. 

4. C2N load allocation strategy based on the interdependence strength 

4.1 ML model 
Existing initial load methods mostly rely on metrics such as node degree and betweenness to 
define the initial load of nodes. However, C2N is different from transportation networks, 
power grids, etc., as it possesses strict hierarchical characteristics. The higher the command 
hierarchy level a node occupies, the more important it is, and it will bear a relatively larger 
initial load. However, nodes in the upper layers may not necessarily have larger degrees, and 
nodes in the lower layers may not necessarily have smaller degrees. Therefore, referring to the 
initial load definition method based on the hierarchical degree of literature [32], and the initial 
load on the nodes of the two-layer interdependent C2N based on the node degree and node 
hierarchy were defined as follows: 
                                           L 0 k (1 ) ( 1 )i i iD dλ γα α= × + − × + −（ ）                                (5) 

Here, ki represents the degree of the node, D represents the two-layer interdependent 
command and control network (D=2), and di represents the hierarchy at which the node is 
located. di =1 indicates that the node i is at the upper node of the interdependent command and 
control network, and di=2 indicates that the node i is at the lower node. [0,1]α ∈  and 

, [0, ]λ γ ∈ +∞ denote the initial load regulation parameters，which is used to adjust the 
influence of degree value and level on the initial load of nodes. When 1 α−  is relatively large, 
the initial load of nodes in the network primarily depends on the node hierarchy, making the 
hierarchical structure of the initial load distribution more pronounced. However, in this case 
α  is relatively small and it may lead to negligible differences in the initial load among nodes 
belonging to the same hierarchy level. Conversely, when α  is relatively large, the situation is 
reversed. When 1α = , the initial load of nodes is not affected by their organizational positions 
and is solely determined by their degrees. On the other hand, when 0α = , the initial load of 
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nodes is independent of their degrees and is entirely dependent on their organizational 
positions.  

The node capacity represents the maximum load that the node can carry and is strictly 
controlled by the costs. Accurately defining the capacity of the node provides the network a 
better resistance to invulnerability without utilizing additional costs and resources. In this 
study, the node capacity was defined using the linear relationship in the ML model as follows: 
                                                          C (0) (0)i i iL Lβ= +                                                          (6) 

Among them, β  is the capacity adjustment parameter, which is used to measure the 
remaining capacity of the node in the initial state. The larger β  is, the larger the remaining 
capacity of the node in the initial state is, and the stronger the ability of the network to resist 
cascading failures. However, the larger β  is, the higher the network construction cost will be. 
Considering the network cost, generally β  ranges from 0 to 1.  

4.2 Load allocation strategy 
The C2N has strict hierarchical characteristics, and each node has itself ability to participate 
in the task matching its organizational status. The organizational status and performance 
among the upper layer nodes is higher than that of the lower layer nodes. In the two-layer 
interdependent C2N model, after the lower layer nodes fail, their loads are distributed to the 
interdependent nodes of the upper layer and neighboring nodes of the same layer. The residual 
capacity allocation strategy was adopted within the same layers. When allocating to the upper 
layer nodes, the interdependence strength between the interdependent nodes is considered as 
follows: the stronger the interdependence between the nodes, the stronger the connection. The 
equation is defined as follows: 
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Where Cj is the capacity of node j, and Lj is the load of node j at a moment; ikQ is the 
interdependence strength of the interdependent nodes i and k, and η∈(0,1) is the load 
distribution adjustment factor. Γi is the set of sibling nodes of the failed node i, and Ui is the 
set of the upper-hierarchy dependent nodes of the failed node i. When Γi ≠∅ ,Ui =∅, indicating 
that the failed node has no dependent nodes, the load is assigned only to the sibling nodes. 
When Γi =∅ ,Ui ≠∅, indicating that the failed node has no neighbors, its load is assigned only 
to the upper-hierarchy dependent nodes. When Γi ≠∅, Ui ≠∅, indicating that the failed node 
has both neighbors and the upper-hierarchy dependent nodes, the load of the failed node will 
be assigned according to the interdependence strength and peer-level cooperative strength; this 
assignment strategy integrates the influence of the interdependence strength and cooperative 
strength on the load redistribution of the failed node, and the weights of the influencing factors 
can be adjusted according to the coefficient  η. 
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According to the aforementioned load distribution policy, the additional load by the 
sibling neighbor node or upper layer dependent node j of the failed node is as follows: 
               ( ) j( 1) ( ) ( ) L(C , , ,L )j j i j j i ik jL t L t L L t L t Qη→+ = + ∆ = + ×               (8) 

Where jL∆ is the load assigned to node j  after the failure of node i  , Li(t)is the load of 
node i  at time t , and if Lj(t+1)>Cj is considered as the node overload failure, it will trigger 
the next round of the cascade failure. 

4.3 Invulnerability evaluation index 

4.3.1 Node survival rate  
When the network cascade failure reaches the steady state, most researchers use the giant 
component to measure the resistance of the network to invulnerability; however, the nodes or 
connected edges that are not part of the giant component in real networks do not necessarily 
fail. As long as the nodes are not isolated and overloaded, they remain normal nodes. Therefore, 
the node survival rate F, which was obtained from previous literature[4], was used to measure 
the invulnerability of the network and is defined as follows: 

                                                               A B

A B

N NF
N N

∗ ∗+
=

+
                                                               (9) 

Here, NA and NB and NA* and NB* indicate the total number of nodes in networks A and 
B before and after failure, respectively. A larger node survival rate F indicates a smaller impact 
of the cascade failure on the network and better robustness of the network. 

4.3.2 Network carrying capacity  
Simultaneously, the remaining capacity of the nodes after cascade failure needs to be 
considered. The network carrying capacity indicator CF is used to measure the capacity of the 
nodes to withstand additional load after the network reaches a steady state, which is defined 
as follows: 

                                                     1
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where iC  is the node capacity, Li is the initial node load and (0)iconL  is the sum of the 
initial loads of all the nodes in the network. 

4.3.3 Node deletion rate  
The node deletion rate, denoted as p , represents the extent to which the network is under 
attack. The larger the node deletion rate, the more nodes are under attack in the network, 
indicating a higher level of damage to the network. The definition is as follows: 

*Np
N

=                                                          (11) 

Where N  represents the total number of nodes in the network, and *N represents the 
number of nodes under attack.  
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5. Simulation analysis 
The C2N has scale-free and small-world characteristics. The two-layer interdependent C2N in 
this study uses a combination of scale-free (BA) and small-world network (NW) for the 
simulation analysis. The dependency edges are constructed by random coupling, and the 
coupling pattern is many-to-many, with an average of four dependency edges between one 
node. 

5.1 Impact of the load capacity parameters on the network’s anti-invulnerability 
performance 
The initialization parameter settings are shown in Table 1. D represents the total number of 
hierarchical levels in the command network. This paper considers a double-layer structure, 
that is D=2. λ and γ are used to adjust the importance of nodes’ degree and hierarchy in the 
initial load. In this paper, the command hierarchy consists of two layers, and the node degrees 
are much larger compared to the hierarchy levels. To achieve a relatively balanced proportion 
between node degree and hierarchy, the principle of λ<γ is adopted, initializing the value of 
λ=0.9, γ=1.9.β  is the capacity parameter, and it is initialized as 0.4, following the principle 
that it should not exceed twice the cost constructed by the initial network. The total number of 
nodes in networks A and B is the same, which is 200. A random attack strategy was used to 
attack the lower-level network; the values of the parameters were adjusted. Each group of 
experiments was conducted 100 times to determine the average value.  

 
Table 1. Initial parameter settings 

Name 
Layers 
of the 
C2N 

Initial load 
regulation 
parameters 

Capacity 
parameter 

load 
distribution 
adjustment 
parameter 

The number 
of nodes in 
network A 

The number 
of nodes in 
network B 

Parameter D  λ  γ  β  η  
AN  BN  

Value 2 0.9 1.9 0.4 0.5 200 200 

5.1.1 The effect of the initial load parameter α on the invulnerability performance 
of the network 
𝛼𝛼 is adjusted based on the importance of the node degree and layer level in the load capacity 
model. If α is too small, the node load depends on the node hierarchy, the node load of the 
same layer cannot be distinguished, and the lower layer nodes with larger degree values do not 
have a larger capacity, thus the fault will rapidly propagate within the layer. If α is too large, 
the initial load and capacity of the nodes depend on the node degree, the initial load of the 
upper and lower layer nodes with the same degree value cannot be distinguished, and the upper 
layer nodes with smaller degree values have a smaller capacity, thus the fault will rapidly 
spread in the upper layer. 

To determine the value of α, Fig. 2(a) and Fig. 2(b) demonstrate the effect of the node 
survival rate F and the network carrying capacity CF for α as {0.1, 0.25, 0.5, 0.75, 0.9}. As 
the node deletion rate p increases, both F and CF gradually decrease. When the α values range 
from 0.1 to 0.25, the decreasing trend of F and CF becomes slower; when α ≥ 0.25, the 
decreasing trend of F and CF increases more rapidly, and the network performance sharply 
deteriorates. The network performance is observed to be optimal when α is 0.25. 
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        (a)Variation of F with α fetching                                      (b)Variation of CF with α fetching  

Fig. 2. The relationship between the invulnerability and the α. 
 

5.1.2 The effect of the initial load parameter α on the invulnerability performance 
of the network 
Based on the previous analysis, the parameters were set as α=0.25, D=2, η=0.5, and β=0.4. 
Fig. 2(a) demonstrates that when the node deletion rate is less than 0.2, the effect of the 
parameter changes on the network performance changes is insignificant. For the convenience 
of determining the values of λ and γ, the node deletion probability should be greater than 0.2; 
p=0.23 was selected in this subsection. 
 

 
         (a)Variation of F under different λ, γ                             (b)Variation of CF under different values λ, γ 

Fig. 3. The relationship between the invulnerability and the λ, γ 
 

Fig. 3 demonstrates the effects of the initial load regulation parameters λ and γ on the 
network performance. As λ and γ increase, both F and CF increase. When the values of λ and 
γ are approximately 0.9 and 2.9, both F and CF values are larger, and the network performance 
is better. Meanwhile, at λ=0.9, there is no significant change in F and a slight change in CF as 
the value of γ increases. Therefore, considering the constrained network cost, the following 
values were selected: λ=0.9, and γ = 2.9.  
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5.1.3 The effect of the capacity parameter β on the invulnerability performance 
of the network 

 
Fig. 4. Variation of F for β values 

 
Fig. 4 demonstrates the effect of the capacity parameter β on the invulnerability of the network. 
β has values ranging from [0,1], where α=0.25, D=2, η=0.5, λ=0.9, and γ=2.9. If β is too small, 
the network will be very fragile. If β is too large, it can improve the network invulnerability 
but requires a significantly high construction cost. Fig.4 demonstrates that as β increases, F 
decreases more slowly, and the invulnerability performance of the network further increases. 
Moreover, as β increases, the rate of decrease for F becomes less and less. When β ranges from 
0.75 to 0.9, there is no difference in F at p ≤ 0.45, indicating that continuing to increase the 
value of β at this time does not significantly improve the network’s resistance to invulnerability. 
Therefore, the value of β was set to be 0.75 while considering the construction cost. 
 

5.2 Impact of the load distribution regulation factor on the network resistance 
to invulnerability 
The following parameters were selected: α=0.25, D=2, λ=0.9, and γ=2.9, and β=0.75. The 
impact of the load distribution regulation coefficient η on the network invulnerability under 
BA-BA with a network size of 200 using a random attack strategy on the lower layer network 
is shown in Fig. 5. 
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          (a)Variation of F under different values of η                 (b)Variation of CF under different values of η 

Fig. 5. The relationship between the invulnerability and the η 
 

η regulates the ratio of the load distribution to intra-layer and inter-layer. When an 
excessive load is distributed to upper layers, it will lead to an overload failure of the upper 
layer nodes without a sufficient capacity. When an excessive load is distributed on the same 
layer, it will also tend to cause an overload failure of the neighboring nodes on the same layer. 
Both cases will lead to a rapid spread of cascade failures in the network. Fig. 5 demonstrate 
that as 𝜂𝜂 increases, the invulnerability performance of the network increases and then decreases; 
when η=0.3, the load distribution ratio between the layers within a layer is balanced and the 
invulnerability performance of the network is optimal. 

 

5.3 Impact of the load distribution regulation factor on the network resistance 
to invulnerability 

5.3.1 Analysis of the invulnerability performance of different interdependent 
network models 
The following parameters were selected: α=0.25, D=2, η=0.3, β=0.75, λ=0.9, γ=2.9, 
NA=NB=200. The four two-layer interdependent C2N models are BA-BA, NW-NW, BA-NW, 
and NW-BA; the residual capacity allocation strategy is used within the layers. In this study, 
the network invulnerability performance of the four network models was compared under 
deliberate and random attacks with and without the allocation strategy of this study as shown 
in Table 2.  
 

Table 2. Comparative analysis of different interdependent network models 
network 
models 

Intra-layer load distribution 
strategy 

Inter-layer load distribution 
strategy 

BA-BA 
 

Remaining capacity 
 

No inter-layer load distribution 
policy / Inter-layer load 

distribution based on dependency 
strength(Our method) 

NW-NW 
BA-NW 
NW-BA 
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(a)Deliberate attack                                                               (b)Random attack 

Fig. 6. Effect of having an inter-layer allocation strategy on the network resilience 
 

The solid line in Fig. 6 indicates no inter-layer load distribution policy, and the dashed 
line indicates the use of an inter-cascade allocation policy based on the interdependence 
strength. As shown in Fig. 6(a), there is a critical attack value for the network under deliberate 
attacks; when this value is reached, the network performance abruptly changes and cascade 
failures rapidly spread within the network, causing the network to instantaneously collapse. 
As shown in Fig. 6(a) and Fig. 6(b), with the adoption of the inter-cascade load allocation 
strategy based on the cascade strength, the invulnerability of all four cascade network models 
is significantly improved during both random and deliberate attacks. Under a deliberate attack, 
the most significant improvement in the invulnerability of the BA-NW dependent network 
model is observed. Under random attacks, the most significant improvement in the 
invulnerability of the NW-BA dependent network model is observed. 

5.3.2 Analysis of the invulnerability of different phase dependent strengths 
The following parameters were selected: α=0.25, D=2, η=0.3, β=0.75, λ=0.9, γ=2.9, 
NA=NB=300; the robustness of the BA-BA interdependent network gradually increases as the 
interdependence strength adjustment parameter δ becomes larger in (2). Therefore, the 
interdependence strength adjustment parameter of δ=1 is considered in this subsection. As 
shown in Table 3, four network models(BA-BA,NW-NW,BA-NW,NW-BA) are also selected; 
The residual capacity allocation strategy remains to be used within the layer to compare the 
invulnerability performance of the two interdependence strength metrics in this study with that 
obtained in the literature[30]. 
 

Table 3. Comparative analysis of different dependent strength 
network 
models 

Intra-layer load distribution 
strategy 

Inter-layer load distribution 
strategy 

BA-BA 
 

Remaining capacity 
 

The dependence strength based on 
the degree value/ The dependence 

strength based on the edge 
betweenness（Our method） 

NW-NW 
BA-NW 
NW-BA 
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(a)Deliberate attack                                                               (b)Random attack 

Fig. 7. Comparison of different phase dependent strengths 
 

As shown in Fig. 7, the solid line indicates degree value method of reference [30], and the 
dashed line indicates the methods of this study. 

From Fig. 7, it can be seen that the strategy in this paper can better improve the network 
invulnerability than the method in reference [30] under the four network models. Moreover, 
in the case of heterogeneous networks BA-NW and NW-BA, the strategy in this paper has 
significant advantages. Because the previous study[30] uses the node degree values at both 
ends of the dependent edges to measure the interdependence strength between nodes, 
considering that the larger the node degree value, the greater the impact caused by the failure 
at that point. However, only the local importance of the nodes is measured, ignoring that there 
may be some nodes of low degree that occupy the central position in the network, while other 
nodes of high degree may be located at the edge of the network. And two nodes with the same 
degree value will have different influences in the network. Especially in the case of large 
differences in network structures, the degree of mutual influence and control between nodes 
is not accurate because of the lack of consideration of the global leading to poor network 
invulnerability. The strategy used in this study is based on the edge betweenness, which 
considers the role and influence of nodes in the entire network starting from the frequency of 
information flow passing through interdependent edges between subnets. The dependence 
strength definition based on edge betweenness can more accurately define the degree of 
interaction between dependent nodes in the process of cascade failure. Therefore, the four 
network models which adopt the dependent strength method based on edge betweenness have 
obvious advantages in the anti-invulnerability. 

6. Conclusion 
In this study, we constructed a two-layer interdependent C2N model, for which a load 
allocation strategy was proposed based on the interdependence strength. In addition, 
simulation experiments were designed to verify the effectiveness of the strategy and references 
were provided for the cascade failure analysis of the interdependent command and control 
network. With the continuous improvement of information, the organizational structure of 
C2N is increasingly complex. In the next step, we will thoroughly study the load allocation 
problem of a multi-layer interdependent command and control network and consider the 
effects of the coupling mode on the strategy. 
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