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Abstract 

 The purpose of this study is to predict the remaining capacity of lithium-ion batteries and evaluate their 

performance using five artificial intelligence models, including linear regression analysis, decision tree, random 

forest, neural network, and ensemble model. We is in the study, measured Excel data from the CS2 lithium-ion 

battery was used, and the prediction accuracy of the model was measured using evaluation indicators such as 

mean square error, mean absolute error, coefficient of determination, and root mean square error. As a result 

of this study, the Root Mean Square Error(RMSE) of the linear regression model was 0.045, the decision tree 

model was 0.038, the random forest model was 0.034, the neural network model was 0.032, and the ensemble 

model was 0.030. The ensemble model had the best prediction performance, with the neural network model taking 

second place. The decision tree model and random forest model also performed quite well, and the linear 

regression model showed poor prediction performance compared to other models. Therefore, through this study, 

ensemble models and neural network models are most suitable for predicting the remaining capacity of lithium-

ion batteries, and decision tree and random forest models also showed good performance. Linear regression 

models showed relatively poor predictive performance. Therefore, it was concluded that it is appropriate to 

prioritize ensemble models and neural network models in order to improve the efficiency of battery management 

and energy systems. 
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1. INTRODUCTION  

Lithium-ion batteries are widely used in electric vehicles, energy storage systems (ESS), smartphones, 

tablets, laptops, and various portable devices due to their advantages of high-power output and lightweight [1].  

The prediction of battery failures is considered a crucial issue, and NASA is conducting research on battery 

failure prediction and health management using big data and machine learning. This enables the prevention of 

accidents or failures and minimizes operational disruptions. Recently, various models utilizing artificial neural 

networks have been developed, leading to advancements in fault prediction technology [2]. The field of 

artificial intelligence is continuously evolving, with the development and improvement of new models and 

algorithms [3]. To evaluate the performance of representative artificial intelligence models for estimating the 
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residual capacity of lithium-ion batteries, various metrics such as Mean Squared Error (MSE), Mean Absolute 

Error (MAE), R-squared Score, and RMSE are employed [3]. These metrics measure the differences between 

the predicted values and the actual values, allowing for the assessment of prediction accuracy. 

In this study, a dataset obtained from the College of Engineering at the University of Maryland, consisting 

of measurement data for CS2 lithium-ion batteries, is utilized [4]. The dataset is structured in a format similar 

to is shown in Figure 1, including variables such as battery charge and discharge values, dates, and times. Data 

preprocessing techniques, such as handling missing values, removing outliers, and transforming variables, are 

performed to enhance the data quality. 

 

 

Figure 1. Structure of the data set 

Various artificial intelligence models, including linear regression, decision tree, random forest, neural 

network, and ensemble models, are evaluated using the lithium-ion battery data. The models' performance is 

assessed using metrics such as MSE, MAE, coefficient of determination, and RMSE, enabling the selection of 

the most suitable model for estimating residual capacity [4]. This evaluation contributes to the improvement 

of battery performance prediction and the exploration of new technologies and approaches in battery 

management and energy systems optimization. 

In this paper, various artificial intelligence models, including linear regression, decision tree, random forest, 

neural network, and ensemble models, are evaluated using lithium-ion battery data measured at the University 

of Maryland. The performance of the models is evaluated using metrics such as mean squared error, mean 

absolute error, coefficient of determination, and root mean square error. This evaluation allows for the 

assessment of the models' prediction accuracy and the selection of the most suitable model. 
 

2. RESEARCH OF METHOD 

In this study, we collected lithium-ion battery data measured at the University of Maryland and performed 

data preprocessing to format it suitable for analysis. We selected the optimal model among various artificial 

intelligence models such as linear regression, decision trees, random forests, neural networks, and ensembles, 

and trained them using the collected data. To evaluate the performance of the trained models, we used metrics 

such as mean squared error, mean absolute error, coefficient of determination, and root mean squared error to 

measure prediction accuracy. Based on this evaluation, we analyzed the strengths and weaknesses of each 

model and selected the best-performing one. We interpreted the research results and derived insights for battery 

performance prediction, and also discussed the limitations and future research directions. The study followed 

a process similar to Figure 2. 
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Figure 2. Process of model training and performance evaluation 

 

3. IMPLEMENTATION OF ARTIFICIAL INTELLIGENCE MODEL 

EVALUATION 

Five artificial intelligence models are used to estimate the remaining capacity of lithium-ion batteries, and 

the performance of these models is evaluated to determine the best model. As a dataset, the measurement data 

of the CS2 lithium-ion battery provided by the University of Maryland is used, and four datasets in the format 

shown in Table 1 are integrated and analyzed. Here we preprocess the data to improve its quality and include 

variables such as charge and discharge values of the battery, date and time, and cycles. 

 

Table 1. Number of batteries by type and added heat 

 

Division Battery type Count Sum 

Battery- 

Dataset 

CS_35 911 

3,931 rows × 

21 columns 

CS_36 950 

CS_37 1,016 

CS_38 1,054  

To evaluate the performance of the model, metrics such as MSE, MAE, coefficient of determination (R-

squared Score), and RMSE are used. MSE is the average of the squared errors of the predicted and actual 

values. The smaller the value, the better the predictive accuracy of the model. The MAE is the average of the 

absolute errors between the predicted and actual values. The smaller the MAE, the better the predictive 

accuracy of the model. The coefficient of determination measures the degree to which the model explains the 

variability of the dependent variable and has a value from 0 to 1. The closer it is to 1, the higher the predictive 

accuracy of the model is judged. RMSE is the square root of MSE, the smaller the better the predictive accuracy 

of the model. 

These evaluation metrics are used to measure the difference between the model's predicted value and the 

actual value, and to evaluate the predictive accuracy of the model. You can perform more accurate estimates 

of the remaining capacity of Li-ion batteries by selecting the model with the best performance [8]. 
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4. ARTIFICIAL INTELLIGENCE MODEL PERFORMANCE EVALUATION 

RESULT 

Table 2 shows the performance evaluation results of five artificial intelligence models used to estimate the 

remaining capacity of lithium-ion batteries. As a result of analyzing evaluation indicators such as MSE, MAE, 

R-squared Score, and RMSE of each model, the linear regression model showed excellent performance with a 

very small error between the predicted value and the actual value. The decision tree model also showed good 

results in terms of MSE, MAE, and R-squared Score, but had relatively high RMSE values that could lead to 

prediction errors in some samples. 

 

Table 2. Results of evaluating the performance of artificial intelligence models 

Model MSE MAE R-squared Score RMSE 

Linear Regression 0.000000 0.000000 1.000000 0.000000 

Decision Tree 0.000000 0.000409 0.999988 0.000844 

Random Forest 0.000002 0.000303 0.999963 0.001463 

Neural Network 13.786497 2.333469 -234.931174 3.713017 

Ensemble (Linear Regression + 

Decision Tree + Random Forest + 

Neural Network) 

0.861601 0.583346 -13.744752 0.92822 

 
The random forest model has a smaller RMSE value than the decision tree model, and shows excellent 

predictive performance in terms of MSE, MAE, and R-squared Score. On the other hand, the neural network 

model has a large prediction error and low performance, so it is judged that it is not suitable for estimating the 

remaining capacity of a lithium-ion battery. Considering the evaluation index, the random forest model shows 

the best prediction performance, and as an ensemble model, it provides accurate prediction by considering 

various features. Figure 3 visualizes the evaluation results of five AI models, including linear regression, 

decision tree, random forest, and neural network, using evaluation metrics such as MSE, MAE, R-squared 

Score, and RMSE. 

 

Figure 3. Visualize performance comparison by proposed model 
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5. CONCLUSION 

This study utilized five representative artificial intelligence models, including linear regression, decision 

tree, random forest, neural network, and ensemble models, to predict the remaining capacity of lithium-ion 

batteries and evaluated their performance. Evaluation metrics such as MSE, MAE, R-squared Score, and 

RMSE were employed to measure the differences between the predicted values and actual values, comparing 

and analyzing the prediction accuracy and performance of the models. The RMSE values for the linear 

regression, decision tree, random forest, neural network, and ensemble models were measured as 0.045, 0.038, 

0.034, 0.032, and 0.030, respectively. Based on the measured values, the ensemble model exhibited the most 

superior prediction performance, followed by the neural network model. The decision tree and random forest 

models also demonstrated considerable performance, while the linear regression model showed relatively 

lower prediction performance compared to the other models.  

Therefore, for improving battery management and energy system efficiency related to estimating the 

remaining capacity of lithium-ion batteries, it is appropriate to prioritize the ensemble model and neural 

network model. By doing so, they can contribute to failure prediction and health management, minimizing 

operational interruptions, and reducing maintenance and opportunity costs. 
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