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Recently, as the clinically positive biological effects of ultra-high dose rate (UHDR) radiation beams have
been revealed, interest in flash radiation therapy has increased. Generally, FLASH preclinical experiments
are performed using UHDR electron beams generated by linear accelerators. Real-time monitoring of
UHDR beams is required to deliver the correct dose to a sample. However, it is difficult to use typical
transmission-type ionization chambers for primary beam monitoring because there is no suitable
electrometer capable of reading high pulsed currents, and collection efficiency is drastically reduced in
pulsed radiation beams with ultra-high doses. In this study, a monitoring method using bremsstrahlung
photons generated by irradiation devices and a water phantom was proposed. Charges collected in an
ionization chamber located at the back of a water phantom were analyzed using the bremsstrahlung tail
on electron depth dose curves obtained using radiochromic films. The dose conversion factor for con-
verting a monitored charge into a delivered dose was determined analytically for the Advanced Markus®
chamber and compared with experimentally determined values. It is anticipated that the method pro-
posed in this study can be useful for monitoring sample doses in UHDR electron beam irradiation.
© 2023 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

In conventional radiation therapy (RT), dose rates of several Gy/
min are typically used, whereas ultra-high dose rates (UHDRs) of
over 40 Gy/s are used in FLASH RT (FRT) [1—3]. The biological
mechanism for the increase in tolerance dose of normal tissues by
irradiation with UHDR FLASH beams is still unclear [2], and FRT
devices for patient treatment have not yet been commercialized.
Preclinical experiments using cells and small animals are currently
conducted using modified medical linear accelerators (LINACs) or
research LINACs to generate UHDR FLASH beams [4—6]. The re-
ported dose rates from experimental devices worldwide are
40—1000 Gy/s, which is 1200—30000 times higher than that of
conventional RT [4—7].

Monitoring UHDR beams using existing dosimeters is chal-
lenging. Several dosimeters, such as radiochromic films, glass, and
alanine dosimeters, can be used in the dosimetry of UHDR beams;
however, they are time-consuming processes that prevent real-
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time monitoring. Application of clinical ionization chambers,
which are used for reference dosimetry in conventional RT, is
difficult for real-time monitoring of UHDR beams because of the
decrease in the collection efficiency. According to Petersson et al.,
the ion collection efficiency of the Advanced Markus® chamber
(PTW, Germany) is close to 100% at a dose per pulse (DPP) below
50 mGy but rapidly decreases to approximately 85% at a DPP of
approximately 400 mGy [8]. As the DPPs used in FRT studies are
higher than 400 mGy, the collection efficiency of the ionization
chambers will be very low in FRT studies. Boag et al. published
theoretical models to correct the collection efficiency of the ioni-
zation chamber at high dose rates [9], and Laitano et al. confirmed
that the Boag models work up to approximately 120-mGy DPP [10].
Recently, Jeong et al. proposed a fitting formula based on the Boag
model up to approximately 115-mGy DPP [11]; thus far, no
correction method for higher DPPs has been reported. However,
these methods have limitations in real-time beam monitoring
because they are based on two-voltage analysis [10]. In addition,
the transmission-type ionization chambers for beam monitoring
used in medical LINACs are difficult to apply to ultra-high-dose
pulsed radiation beams due to the lack of suitable electrometers
capable of reading very high pulsed currents. Therefore, real-time
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beam monitoring using ionization chambers for UHDR beams may
cause significant errors. Nonetheless, if the dose rate is sufficiently
reduced without affecting the primary beams where the ionization
chamber is located, the chamber can be used for beam monitoring;
here, the primary beams are radiation beams incident on targets or
phantoms and the position of the ionization chamber can be
outside of a phantom.

Meanwhile, according to Zhu et al., bremsstrahlung photons are
produced by the interaction of electrons in the LINAC head, lead
block, and water phantom and depend on the electron energy and
field size [12]. The reported doses for the bremsstrahlung photons
in 6—22 MeV medical accelerators were less than 2% of the
maximum dose in the phantom [12].

In this study, we measured bremsstrahlung photons with an
ionization chamber attached to the back of a water phantom for
real-time monitoring of UHDR beams, using a prototype FLASH
irradiator based on the compact LINAC developed at the Dongnam
Institute of Radiological and Medical Sciences [7]. The relationship
between the measured charge from the ionization chamber
attached to the back of the phantom and the maximum dose of the
primary electron beam in the phantom was analyzed. The charge as
a function of the maximum dose was derived using an exponential
function containing an empirically determined attenuation coeffi-
cient using the measured photon tail. The dose conversion factor
(DCF) for converting a monitored charge into a delivered dose to
the sample was determined analytically and compared to experi-
mental results using the Advanced Markus® chamber.

2. Materials and methods
2.1. Bremsstrahlung photons

Electrons lose their energy by interacting with atomic electrons
and nuclei in the medium, and the total energy loss of electrons
through the medium is the sum of the collisional and radiative
losses. The radiative losses are mostly due to the bremsstrahlung
effect of electrons. The total radiative energy is expressed as the
radiation yield (Y) [13].
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where Ej is the initial electron energy, Sor and S,44 are the total and
radiative stopping powers, respectively. The Y depends on the en-
ergy and atomic number of the medium. According to the National
Institute of Standards and Technology (NIST) data, the values of Y
are 0.0035,0.0191, and 0.0407 for 1-, 5-, and 10-MeV initial electron
energies in water, respectively [14]. Thus a 5-MeV electron can
produce photons with a total energy of 95 keV until it stops in
water. As many photons with a continuous energy spectrum can be
emitted in all electron paths, the energy of most photons will be
within a few tens of keV. Most of photons will be absorbed by the
photoelectric effect and contribute to medium dose, and some will
be emitted out of the medium. These events were proportional to
the intensity of the primary electron beam. In other words, the
number of bremsstrahlung photons produced was proportional to
the dose rate of the electron beams.

The irradiation head used in this study consisted of a scattering
foil and collimator. The electron pencil beams emitted from the
LINAC beam window were scattered through some foils to produce
electron beams with a wide and uniform field. Here, the collimator
could adjust the field size. The design and structure of the head
were described in our previous work [15]. The electron beams
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emitted from the head were incident on a water phantom con-
taining the target samples to be irradiated. The bremsstrahlung
photons could also be produced in both the irradiation head and
the phantom by interaction with electron beams.

2.2. Analysis of bremsstrahlung photon tail

To describe the doses induced by bremsstrahlung photons, the
doses according to water depth were analyzed. The percentage
depth dose (PDD) curve in water for electron beams is shown in
Fig. 1, where djqy is the depth of the dose maximum, ds is the half-
value depth, and dp, is the practical range. These values were applied
to determine the reference dose to water for conventional electron
beams according to the IAEA TRS-398 dosimetry protocol [16]. dy is
the depth at which the photon dose tail begins and PDD,(dy) is the
percentage depth dose at dy. PDD,(0) is the percentage depth dose
at the phantom surface (d = 0) obtained by extrapolating the
photon dose tail. PDD4(0) is an assumed value as a surface dose for
bremsstrahlung photons, but is useful for predicting doses deeper
than dy.

If we assume that the photon beams attenuate exponentially in
a medium, and @ (average linear attenuation coefficient) in the
bremsstrahlung tail is properly determined, then the dose by
photons at an arbitrary depth can be given as follows:

PDDx(0) , za

Dx(d) = Dmowe

(2)
where Dqqg is the dose at depth dgo. D1go is the reference dose to
the sample, which can be determined using film dosimetry. If the
jonization chamber is located far from the phantom, the 1/r? factor
can be applied in Eq. (2), however it is currently not considered
because the chamber is attached to the back of the phantom.

If an ionization chamber is positioned at a depth d. greater than
dy as shown in Fig. 2, and assuming that electron equilibrium
condition is satisfied, the dose (D¢g,) to chamber cavity is given as
follows [17]:
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Fig. 1. Analysis of a PDD curve for electron beams in water.
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Fig. 2. Analysis of charge produced in air cavity located at d..
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coefficient of air to that of water for the photons; since the photon
tail consists of tens of keV photons and can be considered as a dose
by very low energy electrons, the electron equilibrium condition
can be satisfied. Then, the produced charge (dQ) per unit mass (dm)
at a point in the chamber cavity is given as follows [17]:

dQ _ Deav(dc)

— Zea (4)
dm (W/e)

where (W/ e) is the average energy required to produce an ion pair
in air [17]. Assuming that the cavity is small and the photon fluence
is uniform throughout the cavity, the total charge (Q) produced in
the cavity is given as follows:

d
Q= ()t

(5)
where (pV),, is the mass of the cavity as a product of its density (p)
and volume (V).

Through these processes, the charge in the cavity can be esti-
mated. If the produced charge can be properly measured using an
external electrometer, real-time monitoring of the irradiated dose
is possible.

From Egs. (1)—(5), the charge (Q(d¢)) in the cavity shown in
Fig. 2 can be expressed as follows:

. (B
et <%>water (W/e)

Therefore, the DCF for converting the measured charge to the
maximum dose can be defined as the ratio of D(d1q) to Q(dc). The
analytically calculated DCF (DCF_y;) using Eq. (6) is expressed as
follows:

air

PDDx(0)
100

(PV) cav

Q(dc) =D(d100) (6)
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DCF,q = (7)

Fen
Q(do) ( P )
In Eq. (7), DCF has constant values under the same irradiation ge-
ometry. Eq. (7) is the DCF derived using the analytical method and
compared with the experimentally determined values. If the DCF is

properly determined, the irradiated dose can be determined by
monitoring the charge using an ionization chamber. f was
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determined by exponential fitting to the photon tail measured by
air

film dosimetry, and (%)Wmer can be obtained from the effective

photon energy determined by the %. In this study, we used the
photon cross-section database supported by NIST [14].

2.3. Measurements

The ionization chamber used for the measurements was an
Advanced Markus® chamber (PTW, Germany). The chamber pro-
vides a high electric field with an electrode spacing of 0.1 cm and
high spatial resolution with a cavity volume of 0.02 cm®; which is
widely used in precise electron beam dosimetry. To obtain the
cavity charge, the electrometer used throughout this study was
UNIDOSWEBLINE® (PTW, Germany). The air density for charges
(Qraw) measured in the chamber was corrected using the temper-
ature (T) and atmospheric pressure (P) as follows:

)

where Ty and Py are the normal temperature (20 °C) and pressure
(101.325 kPa), respectively. The ionization chamber was attached
behind a small water phantom and covered with a 1.5-cm-thick
polymethyl methacrylate block to minimize scattered radiation
from the surroundings; therefore, the effect of scattered radiation
from the surroundings was not considered in this study.

A small plastic tube with a 1-cm diameter and a 4-cm height
was mounted on the phantom with external dimensions of
5.5 x 5.5 x 5.0 cm’. A liquid culture medium containing the cells
and agar was contained in the cell tube; it is assumed that the
medium interacts with the electron beams with the same charac-
teristics as water.

The source-to-surface distance (SSD) was 20 cm, where the
source refers to the first scattering foil on the irradiation head. And
the field diameter delivering 90% dose of the center dose of the field
was 5 cm at the SSD. In our LINAC system, it was possible to control
the number of irradiation pulses in the range of pulse repetition
rates up to 200 Hz. The DPP at the maximum dose depth in the
phantom was approximately 2.2 Gy; therefore, the expected dose
rate was close to 330 Gy/s for a pulse repetition rate of 150 Hz. The
detailed structure and operation of the LINAC and the irradiation
head structure have been described in our previous work [7,15]. The
overall geometry of this measurement and the experimental set-up
are shown in Figs. 3 and 4, respectively.

The maximum dose, D1gp in Eq. (2) as a reference dose for cell
irradiation was determined by film dosimetry in the phantom. Two
types of radiochromic film, GAFchromic™ EBT3 and GAFchromic™
MD-V3 (Ashland, US), supporting dose ranges up to 10 and 100 Gy
respectively, were used for film dosimetry. Film calibration was
performed under the condition of SSD = 80 cm and dose rate
11.8 Gy/min for electron beam, and the Advanced Markus®

27316 +T

27316 + T )

_n. Po
QCOT - QrﬂWF (

Cell tube Water phantom

Irradiation head ITonization chamber

LINAC
# Beam axis
Scattering foils
SSD

Fig. 3. Irradiation geometry of the charge measurement.
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Fig. 4. Experimental setup of charge measurement for beam monitoring.

chamber (PTW, Germany) calibrated for absorbed dose to water for
Co-60 gamma rays at the standard laboratory was used for
measured the dose to the film position. The TRS-398 dosimetry
protocol was applied for the dose determination [16]. For film
calibration, 1.07, 2.04, 4.13, 5.63, and 8.73 Gy for GAFchromic™
EBT3, and 4.73, 10.14, 19.63, 27.53, 45.43, 63.34, and 90.03 Gy for
GAFchromic™ MD-V3 film were irradiated to each pieces of film.
The irradiated films were analyzed using the 10000XL™ flatbed
scanner (Epson, US) and filmQApro™ software (Ashland, US) were
used for analysis. The estimated uncertainty in Advanced Markus®
chamber dosimetry is 2.3%, and it is difficult to analyze the total
uncertainty including film measurement. It was estimated to be
about 5% according to a study by Elsa et al. [18] and current study is
expected to be similar.

The relationship between the number of pulses and reference
doses was determined by the irradiation of films whose position
was the same as that of the tube in the phantom. For several beam
pulses, such as 5, 10, 15, 20, 30, and 40, the experimental DCF
(DCFmeq) in Eq. (10) was determined by using the simultaneously
obtained outputs of the chamber and the films, which are the
corrected charges (Qcor) in Eq. (9) and the measured dose (Dpeq),
respectively.

Dmea

QCOI’

The depth-dose curve can be measured through a single irra-
diation of the film inserted horizontal to the electron beams in the
phantom. In this study, the electron PDD was obtained by irradi-
ating 40 beam pulses (approximately 89 Gy at the maximum dose
depth [djpo]) onto the GAFchromic™ MD-V3 film in water. As the
dose at the photon tail region was approximately 0.2% (approxi-
mately 0.18 Gy) of the maximum dose (D1gg), which was too low to
accurately analyze the photon tail, the GAFchromic™ EBT3 (Ash-
land, US) film sensitive to low-dose analysis within 10 Gy was
additionally used for the photon tail measurements. Eventually,
doses of 0.5 and 1 Gy were delivered to the photon tail region by
irradiation with 255 beam pulses (approximately 565 Gy at the
maximum dose depth). In this case, the front part of the depth-dose
curve was saturated, but the doses in the photon tail region could
be properly analyzed. The photon tail determined using the above
method was used to obtain the physical parameters of Eq. (7) for
the theoretical DCF calculations.

DCFeq =

(10)

3420

Nuclear Engineering and Technology 55 (2023) 3417—3422

3. Results

Fig. 5 shows the irradiated films. Fig. 5(a) shows the GAFchro-
mic™ MD-V3 film irradiated with 40 pulses to obtain a depth dose
for primary electron beams, and Fig. 5(b) shows the GAFchromic™
EBT3 film irradiated with 255 pulses to obtain a photon tail. The
maximum doses delivered to each film were approximately 89 Gy
and 565 Gy, respectively; since 89 Gy was measured at 40 pulses
using the MD-V3 film, a 2.225 Gy/pulse relationship can be ob-
tained and the delivered dose at 255 pulses on the EBT3 film was
565 Gy.

Fig. 6 shows the doses of the photon tail on the depth-dose
curve and the exponential fitting. The final PDD curves obtained
for the two types of films are shown in Fig. 7. In the PDD curve, a
logarithmic scale on the vertical axis was used to account for the
photon tail, and the maximum dose depth (djgg) at which the
irradiated sample was positioned was approximately 1 cm. The
average electron beam energy incident on the phantom is esti-
mated to be about 4.54 MeV from the d5g value. As shown in Fig. 6,
the average linear attenuation coefficient (&) and photon dose
(PDDy(0)) at the surface, obtained by fitting the photon tail, were
0.211 cm™! and 0.341%, respectively. The effective photon energy

estimated from the f was 57.2 keV, and the (%) j;;ter was 0.9582. As

previously mentioned, the NIST database was used in this calcula-
tion. As a result, DCF.q was theoretically determined using Eq. (7) is
1.268 Gy/pC.

The results of the relationship between charge and measured
dose are shown in Fig. 8, where the doses were measured with the
films for 5-, 10-, 15-, 20-, 30-, and 40-pulse irradiations. From these
results, the ratio of charge to dose for each measurement was equal
to the DCFy,eq described in Eq. (10). As a result, the DCFy,eq values
were between 1.244 Gy/pC and 1.364 Gy/pC, the mean value and
standard deviation were 1.316 Gy/pC and 0.056, respectively.

4. Discussion

In this study, a method for measuring bremsstrahlung photons
with an ionization chamber was introduced to monitor UHDR
electron beams that are difficult to measure directly. The charge
measured at the back of the phantom was theoretically derived as a
function of the maximum dose by analyzing the photon tail of the
depth-dose curve for the electron beams. To properly analyze the
photon tail, a technique of irradiating a low-dose range film with a
high dose was applied.

To monitor the delivered dose to the target sample by
measuring the charge, the dose conversion coefficient DCF was

(b)

(a)

Fig. 5. The irradiated films for the analysis of electron beam depth dose and photon
tail.
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Fig. 8. Calculated and measured charges for measured maximum dose.

introduced, and the theoretically predicted and experimentally
determined values were found to be approximately consistent. The
measured average DCF was 3.8% higher than the theoretically
calculated value. This difference can occur because of the
assumption of an ideal ionization chamber with only a cavity,
ignoring the plastic body of the chamber. However, it is important
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to note that the charge measured at a position independent of the
primary beam can be analyzed dosimetrically. Therefore, our re-
sults can be applied to beam monitoring studies of UHDR irradia-
tion of biological samples. As the DCF is derived from
bremsstrahlung photons generated from the interactions of elec-
trons with matter, it depends on the energy of the electron beams.
In this regard, it is important to control the LINAC such that the
beams generated from the LINAC have energy constancy.

Future research will be conducted to clarify the dependence of
DCF including electron beam energy will be required. The Advanced
Markus® chamber with a cavity volume of 0.02 cm® was used
throughout this study, and other ionization chambers can also be
used for DCF dependency studies. The chamber must be properly
shielded against ambient radiation scattered from the walls,
particularly in the case of cylindrical ionization chambers.

5. Conclusion

In this study, a method was proposed for monitoring UHDR
electron beams without affecting the primary beam using brems-
strahlung photons. The relationship between the measured charge
and the delivered dose was analyzed using the photon tail on the
depth-dose curve and was experimentally verified. As analysis of
the monitored charges for doses at the photon tail region is possible
through this research, it is expected that monitoring techniques for
UHDR electron beams can be improved.
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