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Abstract 

With recent advancements in artificial intelligence (AI) technology, more products based on AI are being launched and used. 

However, using AI safely requires an awareness of the potential risks it can pose. These concerns must be evaluated by experts and 

users must be informed of the results. In response to this need, many countries have implemented certification programs for products 

based on AI. In this study, we analyze several trends and differences in AI product certification programs across several countries 

and emphasize the importance of such programs in ensuring the safety and trustworthiness of products that include AI. To this end, 

we examine four international AI product certification programs and suggest methods for improving and promoting these programs. 

The certification programs target AI products produced for specific purposes such as autonomous intelligence systems and facial 

recognition technology, or extend a conventional software quality certification based on the ISO/IEC 25000 standard. The results of 

our analysis show that companies aim to strategically differentiate their products in the market by ensuring the quality and 

trustworthiness of AI technologies. Additionally, we propose methods to improve and promote the certification programs based on 

the results. These findings provide new knowledge and insights that contribute to the development of AI-based product certification 

programs. 
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1. Introduction12 
 

Artificial intelligence (AI) technology has been 

continuously evolving with its adoption in various 

industries. AI is gradually being used in everyday 

applications that were previously considered unimaginable, 

such as diagnosing diseases and serving customers. AI 

algorithms based on data-driven deep neural networks can 

exhibit excellent performance approaching that of human 

judgment in several fields and are rapidly replacing most 
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classical machine learning algorithms. However, the process 

of using AI involves certain inherent risks and potential side 

effects (Shin, 2022). The perception that machines are 

replacing human labor can raise questions about the 

credibility of AI technologies that relate to fairness and 

transparency. In addition, most AI algorithms are black-box 

models, and explaining how their results were derived to 

developers and consumers can be challenging. This is an 

important issue in high-risk fields where safety is a top 

priority. Therefore, the need to inform consumers regarding 
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the safety and trustworthiness of AI-based products has been 

established in the relevant literature. Safety and 

trustworthiness should be considered critical thresholds for 

adopting AI in practical applications (Byun, 2019). 

Many guidelines to evaluate the quality and 

trustworthiness of AI technologies have been released by 

institutions in various countries along with the results of 

associated research (Cihon et al., 2021; Tao et al., 2019; 

Machlev et al., 2021; Breck et al., 2017; CDEI, 2021; AI 

HLEG, 2020). Moreover, public- and private-sector AI 

product certification programs have been developed in 

recent years to document that these guidelines have been 

adopted and implemented (Genovesi & Julia, 2022). 

However, these certification programs are not uniform and 

operate with different testing criteria and standards. Hence, 

considerable further development remains necessary before 

these approaches can become well-known and be adopted 

throughout the industry. In this study, we examine AI-based 

product testing and certification trends used in different 

countries, compare several certification programs, and 

propose a method to improve such certification programs 

based on the results of our analysis. 

 

 

2. Artificial Intelligence Product Certification 

Program Used in Different Countries 
 

2.1. IEEE: CertifAIEd 
 

The Institute of Electrical and Electronics Engineers 

(IEEE) has established CertifAIEd (IEEE, 2021) to assess 

the ethical impacts of AI systems through an Ethics 

Certification Program for Autonomous and Intelligent 

Systems (ECPAIS). Products, services, and technologies 

based on autonomous and intelligent systems (AIS) can be 

certified by CertifAIEd. The certification confirms that an 

AIS operates in a predictable and consistent manner and 

fosters trust with users. Four certification factors are 

considered, including transparency, accountability, 

algorithmic bias, and privacy. The proof-of-concept for the 

certification framework used in CertifAIEd was completed 

by assessing an e-mail classification system provided by 

Wiener Stadtwerke, an Austrian company, in 2021. 

 

Figure 1: Certification process of IEEE CertifiAIEd  
 

The certification process proceeds through several steps 

as illustrated in Fig. 1., which include an initial inquiry, 

ethical profiling, conducting an assessment, and finally 

issuing a certificate and mark. In the inquiry step, the project 

scope of the assessment and certification is determined 

through an agreement between the IEEE Authorized 

Assessor and the certification applicant. Subsequently, the 

impacts of the results of the operation of the product are 

assessed and relevant risks are identified based on ethical 

profiling. In the assessment step, the IEEE Authorized 

Assessor provides the assessment criteria and the 

certification applicant submits evidence that the product 

meets each criterion. The assessor compiles a Case for 

Ethics document, which establishes that the product meets 

the assessment criteria based on each piece of evidence. The 

Case for Ethics document is then delivered to the IEEE 

Authorized Assessor and used to write an assessment report 

that includes the results of the review and suggestions for 

further improvement and to determine whether certification 

should be granted. Once the process establishes that 

certification should be granted for a given product, a 

certificate, and the IEEE CertifAIEdTM mark are issued. 

 

2.2. WEF: Certification Framework for 

Responsible Use of Facial Recognition 
 

The World Economic Forum (WEF) has also established 

a certification framework (Louradour, 2020) along with 

regulations for facial recognition technology. Facial 

recognition technology has resulted in racial discrimination 

and violations of civil liberties guaranteed by law. Hence, 

the WEF has emphasized specific guidelines to ensure the 

trustworthiness and safety of AI applications through a 

robust governance framework and has announced an 

associated certification framework. This certification targets 

any public- or private-sector organizations that apply facial 

recognition technology for flow management and is applied 

to systems in the design stage or operating facial recognition 

systems. 

The certification factors include the risks associated with 

a facial recognition system and issues with bias and 

discrimination, privacy, performance, and accessibility for 

vulnerable people. These factors are self-assessed through a 

questionnaire. When the applicant organization is ready, 

reviewers visit the site and conduct an audit of the system to 

be certified.    

The results of the audit are reported in five categories, 

including Major Non-conformance, Minor 

Non-conformance, Sensitive Points, Strengths, and Notes. 

Major Non-conformance is the only category that affects the 

issuance of a certificate. Problems reported as instances of 

Major Non-conformance must be resolved before the 

certificate is issued as they are subject to corrective action. 

Complete definitions of the five categories are provided in 

Table 1. 
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Table 1: Categories in WEF certification 

 

 Upon the completion of the audit, an audit report is sent 

to the applicant organization, which must then submit a plan 

to take corrective action for further improvements. 

Afterward, a decision is made on whether to grant the 

certification based on the audit report and the reviewers' 

recommendations. If a certificate is granted, this 

certification is issued for one year from the completion date 

of the corrective action for any Major Non-conformance. 

 

2.3. LNE: AI Certification 
 

The AI certification provided by the French Laboratoire 

national de métrologie et d'essais (LNE) (LNE, 2021) was 

developed to define standard requirements for the design, 

development, evaluation, and maintenance of all types of AI 

functionalities using machine learning. Therefore, this 

certification targets all business sectors in which AI is used. 

The certification items are defined in terms of four 

processes as listed in Table 2, including design, 

development, evaluation, and management. To obtain the 

certification, developers and suppliers of AI solutions must 

meet the requirements of the AI process certification 

standard: which include “design, development, evaluation, 

and maintenance in operational conditions". In the design 

procedure, the specifications are validated alongside both 

normative and regulatory requirements to confirm that they 

reflect the requirements. In the development stage, the 

learning quality of any databases is verified to check 

whether the specifications are adequately adhered to in the 

functionality of the AI technologies. The system's 

conformity to the specifications defined before deployment 

is examined in the evaluation stage, and the definitions of 

evaluation protocols and metrics are validated. Finally, in 

the maintenance stage, the organization checks whether the 

defined specifications are maintained throughout the 

operation of the system to be certified and whether it 

complies with the relevant regulations. 

In the certification procedure, first, the application 

document is reviewed, and then an initial audit is conducted. 

Feedback is then required on any non-conforming factors in 

the audit results. Afterward, the official certification 

committee audits the report, and a certificate can be issued 

based on the results of the audit according to their decision. 

Following the certification, the audit is performed every 

year for three years.  

 
Table 2: Requirements LNE certification 

Certified 
procedures 

Definition 
Examples of audited 
procedures 

Design 

Transforming an 
expression of 
requirements into 
functional 
specifications 

Specification and 
inclusion of normative 
and regulatory 
requirements 

Development 

Translating the 
specifications into an 
evaluation-ready 
version of the AI 
functionality 

Learning 
Quality of Databases 

Evaluation 

Verification of the 
conformity of the 
system to the 
specifications defined 
before its deployment 

Definition of evaluation 
protocols and metrics in 
every evaluation tool to 
allow reporting on the 
effectiveness of these 
intelligent systems. 

Maintaining 
operational 
conditions 

Ensuring compliance 
of the AI functionality 
with the defined 
specifications after its 
deployment and 
throughout its 
operation 

All features necessary 
to maintain operating 
conditions. AI systems 
can evolve throughout 
their life with 
performance 
degradations 

 

2.4. Korean Standards Association: AI+ Certification 
 

The Korean Standards Association (KSA) provides AI+ 

Certification (KSA, 2023) as a certification program for AI 

product quality. The certification targets any software (SW), 

services, or information and communication technology 

products that use AI, such as manufacturing solutions and 

smart homes. 

The AI+ Certification procedure is divided into 

certification audits and tests as shown in Table 3. The 

Category Definition 

Major non-
conformance 

Non‑fulfilment of a requirement calling into 
question the operation, efficiency, or 
improvement of the facial recognition 
management system. Major non‑compliance 
must be addressed through corrective action 
before certification can be issued. 

Minor non-
conformance 

Failure to meet a specified requirement that does 
not in itself compromise the effectiveness or 
improvement of the facial recognition 
management system. Minor non-compliance 
should be addressed through corrective action 
but does not by itself prevent the issuance of a 
certification. 

Sensitive 
Point 

A latent risk of non‑compliance. Evidence of 
compliance with the requirements of the 
certification framework has been obtained, but 
the organization must modify its practices to 
eliminate this latent risk. 

Strength 
Practice that exceeds the usual level of 
performance observed in response to the 
certification requirements. 

Note 
Observations about the system’s compliance 
with the requirements of the audit framework. 
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certification audit involves an on-site audit of the quality 

management system subject to certification based on the 

ISO 9001 standard. The certification tests examine the 

performance of AI elements and the product quality of 

software components. The AI performance tests measure 

accuracy, precision, recall, specificity, and the mean 

absolute error for any models that are used. The software 

product quality tests apply the ISO/IEC 25023 software 

quality standard and include tests for factors such as 

functional conformity, performance efficiency, 

compatibility, and usability. The certification procedure is 

as follows. When an applicant organization applies for 

certification, the KSA accepts the application, performs 

certification audits, and issues a certificate. The testing 

agency WISESTONE performs the certification tests and 

issues an official test report. 

 
Table 3: Two types of AI+ certification 

Category Target Criteria 

Certification 
Audit 

Quality 
management 
system 

1) KS Q ISO 9001/ISO 9001 
2) AI+ additional requirement 

Certification 
Test 

Quality of AI 
products 

1) AI performance test 
2) ISO/IEC 25023 International 

standard for system & SW 
measurement 

3) ISO/IEC 25021 International 
standard for package SW 
quality requirements and tests 

 

 

3. Comparative Analysis and Improvements of 

Certification Programs 
 

In the comparisons among the four certification 

programs examined in Section 2, we found relatively few 

commonalities between the programs such as key test items 

or certification procedures. As a result of examining the 

characteristics of each of these certification programs, we 

found that the WEF limits the targets of their certification to 

systems that apply facial recognition technology; this differs 

from the other programs, which target all AI products. In 

contrast, LNE defines certification items in terms of AI 

processes; this differentiates it from the other programs that 

establish certification items based on characteristics of 

systems using AI such as transparency, privacy, and 

performance. Unlike the other programs, the IEEE program 

includes test items for AI ethics in the certification. The 

KSA evaluates products based on the ISO/IEC 25000 series, 

a software quality evaluation model, and has added certain 

AI performance metrics as certification factors. It may be 

observed that most AI product certification programs are 

extensions of conventional software quality certifications, 

and the test items and scope are not formalized but rather 

determined through agreement with the test client. There are 

no guidelines for evaluating the quality, safety, and 

trustworthiness of AI products. As AI products proliferate, 

private certification programs will continue to emerge; if 

each program uses different test items or standards, this 

ecosystem may lead to several confusions in terms of 

industrial practice. Hence, there is a need for a method to 

evaluate whether any given certification program satisfies 

the relevant policies or certification requirements for safe 

and reliable AI; we highlight the need to establish a 

foundational standard for this purpose. If an international 

standard is established through agreements on the evaluation 

of the quality and trustworthiness of AI products, mutual 

recognition of different certification systems implemented 

by various countries and institutions would also be expected. 

 

 

4. Conclusion and Suggestions 
 

Interest in the safe use of AI is continuing to increase 

globally with the rapid advancement of AI technology and 

the widespread adoption of related services. Accordingly, 

companies have recognized that ensuring AI quality and 

trustworthiness is a strategic differentiator in the market and 

are investing certain efforts in implementing such 

assurances. Due to the characteristics of AI technology and 

its wide variety of applications and uses, the quality, safety, 

and trustworthiness of AI systems can be considered 

questionable—that is, whether any given implemented 

technology suffices to fulfill its intended function and 

whether it involves a risk of incidents, among other concerns. 

In response, studies have been conducted to evaluate the 

quality and trustworthiness of AI technologies, and 

guidelines have been released at the national and 

institutional levels. Furthermore, product certification 

programs are under development in the public and private 

sectors to examine and validate the quality of AI products. 

In this study, we have analyzed four AI product 

certification programs provided by the international 

community and suggested some implications and methods 

to improve such programs based on the results of our 

analysis. Our results show that the certification programs 

target AI products with specific purposes such as 

autonomous intelligence systems and facial recognition 

technology, or extend a conventional software quality 

certification based on the ISO/IEC 25000 standard. Notably, 

because test items are primarily determined through 

agreement with the test client rather than by using a 

formalized scope and list of items, we have confirmed that 

the current certification programs do not reflect the 

characteristics of AI technologies sufficiently or are 

currently in an initial stage at which the uniformity of test 
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items and standards between certification programs has not 

yet been established. 

As the adoption of AI products and services continues to 

accelerate, demand for services with assured trustworthiness 

will increase accordingly. However, the proliferation of 

certification programs with different test items or standards 

may confuse many industries. Therefore, international 

agreements should establish a foundational standard for 

methods to evaluate the quality and trustworthiness of AI 

products. The widespread adoption of a common method of 

evaluating trustworthiness may be expected to prevent 

confusion among companies and organizations developing 

AI products and enable the development of services and 

products based on the standard. Furthermore, the demand 

for certification is expected to increase as consumers seek 

assurance as to the ethical basis and trustworthiness of AI 

products. Such certification may be expected to help 

consumers identify any risks associated with AI products 

and services that they use. 
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