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Abstract

Points of interest (POIs) are widely used in tourism recommendations and to provide information about areas

of interest. Currently, situation judgement using POI and GPS data is mainly rule-based. However, this

approach has the limitation that inferences can only be made using predefined POI information. In this study,

we propose an algorithm that uses POI data, GPS data, and schedule information to calculate the current

speed, location, schedule matching, movement trajectory, and POI coverage, and uses machine learning to

determine whether to stay or go. Based on the input data, the clustered information is labelled by k-means

algorithm as unsupervised learning. This result is trained as the input vector of the SVM model to calculate

the probability of moving and staying. Therefore, in this study, we implemented an algorithm that can adjust

the schedule using the travel schedule, POI data, and GPS information. The results show that the algorithm

does not rely on predefined information, but can make judgements using GPS data and POI data in real time,

which is more flexible and reliable than traditional rule-based approaches. Therefore, this study can optimize

tourism scheduling. Therefore, the stay detection algorithm using GPS movement trajectories and POIs

developed in this study provides important information for tourism schedule planning and is expected to

provide much value for tourism services.
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1. Introduction
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In the past, cognitive technologies were based on rule-based knowledge, but recent advances in machine

learning have led to research on predicting situations through learning. Machine learning in artificial

intelligence is broadly classified into supervised and unsupervised learning, and technologies that combine or

apply them are also emerging [1][2].

A point of interest (POI) is information about a location that may be of interest to a user, such as a place

where people often go or a place that is meaningful to the user [3]. For example, POIs include information

about major locations such as tourist attractions, cultural facilities, stations, markets, etc. [4].

In POI, movement trajectory is information based on GPS coordinates, which refers to movement route

data calculated from the user's GPS coordinates collected at some point in time, with the coordinates changing

continuously over time. This can be done by collecting the user's movement path using a mobile device to

generate movement trajectories, and based on these data, k-means clustering techniques can be used to identify

points of stay [4].

Using GPS coordinates, a learning model to predict the traveling trajectory and future location is based on

vehicle location information passively collected from open-source data. The approach of first using trip

itinerary and time information through machine learning improves the prediction accuracy, which can be

achieved through machine learning methods that incorporate previous locations with GPS coordinates and

associate locations with specific trip types [5].

In this paper, we study a system that uses GPS coordinates and POI (Point Of Interest) information from a

smartphone to recommend a travel schedule by recognizing the situation in a trip. The measured GPS

coordinates and POI data are used to calculate the vehicle's movement speed, activity trajectory, Time Series

trajectory differ, and POI coverage, which are used as feature vectors for machine learning. This information

does not have the labels required for supervised learning. Therefore, for supervised learning, labels are

calculated using the k-means++ algorithm of the k-means clustering technique based on the input feature

vectors calculated above. The presented feature vectors and labels are used to predict the probability of arrival

by calculating whether the traveler has entered the POI area of a particular tourist destination during the journey

through a Support Vector Machine (SVM). Therefore, this study can optimize the tourist itinerary. Therefore,

the stay detection algorithm using GPS coordinates and POIs can provide important information in areas that

require schedule planning, such as the travel industry, and is expected to provide much value for tourism

services.

2. Related research

2-1. Location techniques

There are several approaches to real-time destination prediction. First, the method using trajectory data and

historical GPS coordinates. Using POI information provided by publicly available geographic information

systems and the user's GPS trajectory, a technique was proposed to generate a semantic trajectory consisting

of industry information of POIs visited by the user through location information and POI coordinate values

[3].

The second type of model requires a map database for the location of roads and previous travel routes. This

model has a personalized prediction algorithm based on the prediction of the next trip based on the previous

trip performed by the user, and the approach that deviates from this personalized approach and uses only the

trajectory data presented in the current trip has the problem that it requires less data and post-processing, has
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low accuracy, and cannot improve accuracy through historical data. Other approaches use map information,

trajectory synthesis, and data mining. These methods also improve prediction accuracy, but require additional

information and do not show higher prediction accuracy at the beginning of the trip. One such methodology is

the use of Markov chains [5][6].

Third, the dwell point identification technique analyses the user's GPS coordinates and uses a dwell point

identification technique. This is done by clustering the GPS coordinates to identify the user's point of stay.

This identification method uses K-means clustering technique, G-means clustering technique, and DBSCAN

technique based on GPS coordinates. In this paper, we use the k-means clustering technique [7].

2-2. Nonlinear SVM and K-means clustering

K-means clustering is a technique for finding a set of clusters from input data, where every cluster has at

least one sample and every sample belongs to only one cluster. Equation 1 is the objective function () of the

k-means clustering technique, where  is the cluster centre and  is a  matrix with the information of the samples.

          (1)

In a nonlinear SVM, if , it is classified as either 1 or -1. This is , and the weight  is equal to Equation 2.

          (2)

Using  to convert  to H- space and applying  from

the above expression,  is converted to Equation 3.                                         

  (3)

If , it is classified as 1, otherwise -1. This study uses k-means clustering for the labelling part to perform

SVM, and SVM for classification [8][9].

3. System for applying the proposed algorithm

The system uses POI data, schedule data that specifies the POIs to be visited according to time, and GPS

data that is inputted at regular intervals. In the preprocessing process, the distance between the location

information is first calculated using the Haversine formula. Using the calculated distance and the time

difference between the location information, the speed while traveling from each point to another can be

obtained. The preprocessed information, including distance and speed, is used to calculate POI coverage,

activity trajectory, and time series trajectory differ as input vectors for machine learning. POI coverage takes

POI data and GPS data as input, checks whether the GPS data is within the range of the POI, and outputs a

result based on that. Activity trajectory starts tracking when GPS data is within a predefined POI range and

determines how the incoming GPS data moves within the POI range. Time series trajectory differ uses both

POI data, schedule data, and GPS data to determine if there is a delay in the schedule and to determine the

need for schedule adjustments. Each process outputs an input vector for training based on the input data, and

the output input vector can be used to perform K-means clustering to generate labels, which can then be used

for SVM training [10].
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Figure 1. CA Engine

3-1. Pre-Processing

The Haversine formula is used to find the distance between two points on a sphere. The latitude and

longitude values used in the Haversine formula are in radians, but since GPS data is based on decimal

coordinates, they need to be converted to radians. In this case, a decimal value can be converted to radians,

such as .

After converting the coordinate information of two points to radians, we can use the Haversine formula to

find the direct line between the two points. Here,  and  are the latitude and longitude differences between the

two points respectively, and  and  are the latitudes of the two points. Since this is a formula for distance on a

sphere, we need to define the radius  of the sphere, which in this case is , based on an approximation of the

Earth's radius. The result of the distance calculation can be used as the basis for the algorithm's stay

determination. For example, this is used to determine if GPS data is within range of a specific POI. The result

of the distance calculation can then be compared to the radius of the POI to determine whether or not to stay.

(a) in Figure 2 shows the process of calculating POI coverage, which takes in GPS data and POI data to

determine which POI is currently located. POI coverage is calculated through the interaction of GPS data and

POI data. This algorithm provides important information for determining whether to stay.

First, it determines whether the GPS data is within the range of the POI. The GPS data and POI data include

coordinate information and range data. The Haversine formula is used to calculate the distance between two

GPS locations, which is used to determine whether the location is within the range of the POI.

Then, if your speed is below the threshold speed, you are determined to be stationary. By comparing the

previous location in the GPS data to the current location, a path vector is calculated, which is used to calculate

the speed of the movement. If the traveling speed is below the threshold speed and the GPS data is within the

POI range, the GPS data is considered to be stationary [11].

Instead of outputting 1s and 0s, we convert the result to an average over all POI data and use it as an input

vector to the SVM model. This is necessary for normal learning, so the current average value is compared to

the average value that only includes the previous data, and if the average value has increased, the probability

that the person is currently staying has increased.

(b) in Figure 2 shows the computation process of an activity trajectory. GPS data is input, converted to a

vector, and a scalar value is calculated to represent the straightness of the entire movement path. The activity

trajectory is an important factor to track and judge the user's activity based on the movement path. To do this,

we use the last GPS data and the current GPS data to calculate the path vector. Represent the latitude and

longitude of the last GPS data as , and the latitude and longitude of the current GPS data as .
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Figure 2. Processing Algorithm (a) shows the process of calculating POI coverage

sequentially. (b) is the computation process of the activity trajectory. (c) is a flowchart

showing the calculation of the time series trajectory differ

The movement path vector  for calculating the activity trajectory is defined as: . This allows us to represent

the magnitude and direction of the movement in each GPS data. After calculating the total movement vector,

it can be converted to a scalar value to indicate the degree of straightness of the movement. We use Euclidean

distance to calculate the magnitude of the scalar value A for the entire path is defined as .

Next, set the reference distance . If  is at least twice as large as the reference distance , the final activity

trajectory input vector value will be 2. Otherwise, , which is divided by the reference distance , is used as the

input vector.

So, finally, the activity trajectory input vector can be defined as follows:

• If , then the activity trajectory input vector = 2

• If , then the activity trajectory input vector =

(c) in Figure 2 is a flowchart of the time series trajectory differ, which uses the scheduled travel/dwell time

and actual travel/dwell time contained in the POI data to determine whether the schedule is delayed and

improve the accuracy of SVM predictions. POI coverage determines whether GPS data exists within the range

of the POI, and based on this, the time series trajectory differ calculates the actual travel time and dwell time.

If the current state is moving, the actual travel time is calculated until it is within the range of the destination

POI to calculate the error with the scheduled travel time, and when it is within the range of the destination
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POI, the current state is changed to staying and the tracking of the dwell time is started.

Therefore, finally, the "time series trajectory differ" input vector can be defined as follows:

• If the scheduled time/actual time is 1, the "time series trajectory differ" input vector = 1.

• If less than 1, time series trajectory differ input vector = scheduled time/actual time

As the time series trajectory differ value approaches zero, it indicates that more time has been spent than

scheduled, which is an abnormal situation. In this case, it is necessary to adjust the schedule according to the

time spent.

3-2. Machine Learning

This system is designed to determine whether a person is staying or moving in a travel destination. At this

time, it is impossible to make a judgment based on GPS data alone, so features are extracted through the 3-1

preprocessing process.

Since there are no labels for staying and traveling in the data after feature extraction, it is labeled using k-

means clustering. This determines the feature vectors and labels, and SVM is used for classification. Since

there are difficulties in determining the exact arrival or departure due to GPS errors and other geographical

conditions, SoftMax is used to calculate the probability of staying and moving.

4. Implementation and evaluation

Figure 3 shows the raw data of the POI data included in the schedule data and the GPS data collected. The

preprocessing described in Chapter 3 yields the data in Table 1(a). Since the data all have different ranges, we

can use MinMaxScaler to normalize all the data to a value between 0 and 1 to get the data shown on the (b) of

Table 1. Perform k-means clustering on the normalized data to generate labels for each piece of data. We set

the number of clusters to 2 and used k-means++ to select the initial clustering points. Looking at the data

visualized after k-means clustering, we can see that the normalized POI coverage values are concentrated

around 0.2. This is shown in the Figure 4. This is because the POI coverage value is averaged over the whole,

so as the GPS data accumulates, the number becomes smaller and smaller, and when normalized, it appears to

be close to 0.2. The cluster centroids were each located close to both ends of the activity trajectory values, so

the stronger the tendency to move out of POI coverage in the GPS data, the higher the probability of being

classified as mobile.

Figure 3. Raw Data
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Table 1.  Preprocessed and normalized data

POI Coverage Activity Trajectory Time

Series Trajectory Differ

0.11111 0.37007 1

-0.11111 0.30869 1

-0.00909 0.24779 1

-0.00757 0.15492 1

0.07051 0.15556 1

0.06043 0.15556 1

0.05238 0.13433 1

(a)

  POI Coverage Activity Trajectory Time

Series Trajectory Differ

0.23636 0.11650 1

0.23863 0.06968 1

0.35576 0.06999 1

0.34065 0.06999 1

0.32857 0.05929 1

0.31875 0.05929 1

0.22242 0.03102 1

(b)

Figure 4.  Clustered Data

Figure 5.  SVM Result

After training the SVM model on the clustered data, we preprocess the separate data to classify it using the

SVM model. At this point, we applied SoftMax to the SVM model so that the results can be displayed as

probabilities, and the probabilities and classification results for staying and moving are shown as follows.

Based on the schedule data, individual GPS data were labelled as either stay or go to evaluate the

performance of the model. The GPS data was collected every minute, resulting in a total of 280 data points, of
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which 205 data points corresponded to stays and 75 data points corresponded to trips. As shown in the

confusion matrix, 33 of the movements were classified as stays. This is an error that occurs when GPS data

falls within the range of more than one POI, and it is determined that a person is already staying within another

POI when they are actually moving. This can be fixed by adjusting the ranges so that they don't overlap, or by

changing the way we determine if you are within a POI range.

Table 2. Confusion Matrix.

Real: Travel Real: Stay

Predicted: Travel 42 0

Predicted: Stay 33 205

Accuracy: 88.21%

5. Conclusion

This study uses the schedule information and GPS coordinates per unit time to calculate the travel route, and

then calculates the labels through clustering techniques. The calculated labels are used as labels for SVM

technique, and the feature vectors for applying SVM are speed, location, schedule matching, movement

trajectory, and POI coverage calculated from the initial information, GPS coordinate data and schedule

information. The extracted feature vectors are classified using SVM, and the classified information is predicted

with probability using SoftMax.

This method is a combination of machine learning techniques that apply various variables compared to the

existing rule-based prediction to calculate the arrival of a specific area, and can be applied not only to travel

but also to tasks that require schedule correction, and can be applied to scheduling and adjustment in various

fields, not only in the field of travel.
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