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Abstract

Anomaly detection in human movements can improve safety in indoor workplaces. In this paper, we design 

a framework for detecting anomalous trajectories of humans in indoor spaces based on a variational 

autoencoder (VAE) with Bi-LSTM layers. First, the VAE is trained to capture the latent representation of 

normal trajectories. Then the abnormality of a new trajectory is checked using the trained VAE. In this step, 

the anomaly score of the trajectory is determined using the trajectory reconstruction error through the VAE. 

If the anomaly score exceeds a threshold, the trajectory is detected as an anomaly. To select the anomaly 

threshold, a new metric called D-score is proposed, which measures the difference between recall and 

precision. The anomaly threshold is selected according to the minimum value of the D-score on the validation 

set. The MIT Badge dataset, which is a real trajectory dataset of workers in indoor space, is used to evaluate 

the proposed framework. The experiment results show that our framework effectively identifies abnormal 

trajectories with 81.22% in terms of the F1-score.
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1. Introduction

With the occurrence of location positioning equipment (e.g., GPS, smartphone, sensors), the trajectory of 

moving objects may be recorded. Analyzing these objects' trajectories allows us to understand their movement 

behaviors, which opens a lot of new applications. For example, in smart transportation systems, detecting 

outliers in drivers' behavior may help prevent drivers' fraud and detect traffic accidents and jams [1-2]. Besides, 

the drivers' driving preferences may be realized through their trajectories, which enable us to recommend 

personalized routes to drivers [3]. In maritime, analysis and extraction patterns in trajectories of ships are also 

crucial, which help to predict marine vessel movement and detect their abnormal trajectories [4].

The anomalous trajectory detection methods may be divided into two main categories: traditional detection 

methods (i.e., distance-based, density-based, clustering-based methods) and deep learning-based detection 
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methods. In the first category, abnormal trajectory detection is often based on the trajectories’ relationship in 

the dataset (i.e., the distance between the checked trajectory and remaining trajectories, the number of 

trajectory’s neighbors and the relationship between the trajectory and clusters in the dataset). The studies in 

[5-6] proposed anomalous trajectory detection frameworks using distance metrics and density method. First, 

they proposed new metrics to measure the distance between trajectories. Then, the trajectory’s density was

determined using a distance threshold. A trajectory was detected as an anomaly if its density is smaller than a 

given density threshold. The authors in [7] proposed an abnormal trajectory detection method based on 

clustering algorithm. To find trajectory clusters in dataset, the hierarchical clustering algorithm was applied 

using a distance matrix of trajectories. A trajectory was marked as an anomaly if it belongs to cluster with only

one trajectory.

The second category focuses on learning trajectories’ embedding vectors through deep learning models, 

which capture latent representations of trajectories. In works [8-9], RNN-based deep learning models are 

trained to learn trajectory embeddings. The embedding vectors keep the internal characteristics of trajectories, 

which may be used to distinguish between normal and abnormal trajectories. In these works, models were

trained in a supervised manner where normal and abnormal trajectories are labelled in the training set. Besides, 

the autoencoder (AE) architecture was also used in [10] for anomalous trajectory detection. In this work, the 

authors proposed LSTM-AE and 2DCNN-AE to learn the latent space of trajectories. Anomalous trajectories

were detected using their reconstruction errors through AEs. If the reconstruction error of one trajectory is 

higher than a threshold, the trajectory is marked as an anomaly.

Our work proposes a framework for detecting anomalies in human trajectories, which is based on a 

variational autoencoder (VAE) with Bi-LSTM layers. In Bi-LSTM architecture, trajectories' embeddings are 

learned following both sides of the original trajectories. VAE is trained to capture latent representations of 

normal trajectories. VAE also constrains the latent space of trajectories, approximating the latent space's 

distribution to the standard Gaussian distribution. This helps to distinguish more clearly between normal and 

abnormal trajectories in latent space. In the anomaly detection phase, the reconstruction error of trajectories 

by the trained VAE is used as the trajectory anomaly score. If the anomaly score exceeds a threshold, the 

trajectory is detected as an anomaly. Since the anomaly threshold's value directly affects the anomaly detection 

performance, the choice for its value is challenging. In this work, we propose a new D-score metric to choose 

an appropriate anomaly threshold. The D-score represents the difference between two performance metrics: 

recall and precision. Note that selecting the anomaly threshold is based on the framework performance on the 

validation set. The contribution in this work can be summarized as follows:

ü A variational Bi-LSTM autoencoder-based framework is designed for detecting anomalies in human 

movements. First, a VAE is trained to learn the trajectory representations and constraint them to the 

standard Gaussian distribution. Then, the reconstruction error of trajectories through the trained 

VAE is used to detect anomalies.

ü To choose the anomaly threshold, a new metric called D-score is proposed. The D-score measures 

the difference between recall and precision. The algorithm performance on the validation set is used 

in this step. The anomaly threshold is chosen so that the role of recall and precision is the same.

ü The proposed framework is evaluated using the MIT Badge dataset, which is a real trajectory dataset 

of humans. The results show that our framework detects abnormal trajectories, achieving 81.22% 

of the F1-score.  

The layout of this paper is organized as follows. First, Section 2 presents the background of Bi-LSTM and 
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VAE architectures. Then, the proposed framework is introduced in Section 3. Section 4 shows the evaluation 

results of the proposed framework performance. Finally, Section 5 consists of the conclusion of the paper.

2. Background

In this section, we present architectures of Bi-LSTM layer and VAE.

2.1. Bi-LSTM

Bi-LSTM architecture is used effectively in sequence tasks. This layer captures the input sequence's 

sequential information and internal characteristics from both directions. Bi-LSTM contains two LSTM layers 

independently [11]. One gets the input from left to right of the input sequence, known as the forward layer. 

The other receives the input from the reversed direction, called a backward layer. The output of the Bi-LSTM 

layer is a combination of the outcomes from two LSTM layers. Since the Bi-LSTM layer learns the sequences 

from both directions, it may improve the model's performance compared to the basic LSTM layer. The 

architecture of Bi-LSTM is shown in Figure 1. 

Figure 1. Bi-LSTM architecture

2.2. Variational Autoencoder 

The main architecture of VAE is similar to a basic autoencoder (AE), which is presented in Figure 2.

Figure 2. Variational autoencoder

VAE consists of two main parts: an encoder and a decoder. In the encoder, the distribution parameters of a 

latent representation space � of input sequences are learned. These parameters are the mean value �� and 

the standard deviation ��. The decoder aims to obtain an output sequence ��, which is reconstructed from the 

input sequence �. Besides, the latent space is constrained to approximate to the standard Gaussian distribution 
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�(�, �). The decoder input is sampled from the distribution �(��, ��) with parameters be learned from the 

encoder. 

The training objective of VAE is to minimize the distance between the target distribution �(�, �) and the 

distribution of the latent space �(��, ��). Besides, VAE also aims to minimize the reconstruction error of the 

input sequence from the decoder output. The loss function of VAE is shown in the following equation [12].

           ���� = ���(�, ��) + � ×
�

�
∑ ���

� + ��
�� − 1 − log���

��
����
���                       (1)

where the first term ���(�, ��) is the mean-squared error between the input sequence � and the output 

sequence �� , and the second term is the Kullback-Leibler Divergence between the standard Gaussian 

distribution and the latent space’s distribution. �� and �� are the mean value and the standard deviation of 

the dimension ��� in the latent space �, respectiverly. ���� is the dimension number of the latent space. �

is a parameter to control the role of the Kullback-Leibler Divergence in the total loss function.

After training VAE, the decoder may generate new sequences using the input samples from the standard 

Gaussian distribution. The generated sequences belong to the same space as the original input sequences.

3. Methodology

First, we introduce a framework for detecting anomalies in human movements. Then, the anomaly detection 

phase is presented.

3.1 Variational Autoencoder-based Anomaly Detection in Human Movements

In this subsection, a framework is proposed for anomaly detection in human movements, which is depicted 

in Figure 3. 

A variational Bi-LSTM autoencoder is trained to learn the latent space distribution of the normal trajectories. 

Our model contains two stacked Bi-LSTM layers in each encoder and decoder. The final hidden state of the 

second Bi-LSTM layer in the encoder is input to two fully connected layers to obtain the parameters �� and 

�� of the latent space distribution. The decoder input is sampled from the latent space �. Then a reconstructed 

trajectory is from the decoder output. 

The training and validation sets of the model are obtained after pre-processing raw human trajectories. In 

the training phase, only normal samples are in the training and validation sets.
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Figure 3. The proposed framework

In the anomaly detection phase, the trained model is used. In particular, the reconstruction error of the 

original trajectory by the trained VAE is used as the anomaly score. Since the VAE captures the internal 

characteristics of normal trajectories, the abnormal trajectories may fail to be reconstructed. This means that 

the anomaly score of abnormal trajectories often is high. From this viewpoint, a test trajectory is detected as 

an anomaly if its anomaly score exceeds an anomaly threshold.

To determine the anomaly score of each trajectory, the reconstruction error of trajectory through the VAE 

is used in this work. 

                        �������� = ����(�, ��)                                     (2)

where ����(�, ��) is the lock-step Euclidean distance between the input and reconstructed trajectories 

[13].

3.2 Determine the Anomaly Threshold

Since the value of the anomaly threshold directly affects the anomaly detection performance, we proposed 

a method, which uses a new metric, to determine the anomaly threshold.

In our method, the anomaly threshold is chosen based on the proposed framework performance on the 

validation set. This step ensures that choosing the anomaly threshold independents with unseen samples in test 

set. A new metric that measures the difference between recall and precision called D-score is proposed in 

equation [3].

                     � − ����� = ������ − � × ���������                             (3)

where � is a parameter that controls the role of the terms in the D-score. If � = 1, recall and precision 

have the same role. If � > 1, recall is more importance than precision, and otherwise. 

If the anomaly threshold is small, the number of true positives is high. However, the number of false 

positives is also high. In this case, recall is high, and precision is low. In contrast, if the anomaly threshold is 

large, false positives are low. Besides, the number of true positives could be higher. This means that the 

anomaly detection ability of the method is low. Therefore, we aim to find an anomaly threshold that balances 

recall and precision. At this threshold value, the anomaly detection ability and the detection precision may be 
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ensured well. To do this, the anomaly threshold is chosen according to the minimum value of the D-score. 

Figure 4. Choosing the anomaly threshold based on the performance on validation set

The determination of the anomaly threshold is shown in Figure 4. In this work, � equals to 1 in equation 

[3]. The chosen value of the anomaly threshold equals 0.315 according to the minimum value of D-score.   

4. Performance Evaluation 

In this section, the proposed framework performance is evaluated using a real dataset: MIT Badge dataset

[14]. 

4.1 Dataset

In the MIT Badge dataset, there are 39 participated workers in the data collection in a Chicago-area data 

server configuration firm for one month [15]. Each worker was assigned a badge with a unique ID. This dataset 

contains three groups of workers: configuration group, pricing group, and coordinate group, with the number 

of workers being 28, 7 and 4, respectively. However, since there are 3 workers in the configuration group 

having data within only a few days, we dropped them. 

The sampling speed of the location is 10 points over 1 minute. To detect anomaly movements of workers 

as early as possible, we sample trajectories using a time window. In this work, the time window is set as 2 

minutes. This means that each trajectory consists of 20 points. Since the abnormal samples are not available 

in the MIT Badge dataset, they need to be made for evaluation. The authors in the studies [15,16] gave the

hypothesis for assigning labels to abnormal trajectories based on the behavior difference of groups in the 

dataset. In [15], the hypothesis is that if one group occurs less frequently than another in the datasets, it may 

be considered anomalies. In particular, the pricing group only accounts for about 18%, and the configuration 

group is approximately 72% in the MIT Badge dataset. Therefore, we assume that the configuration worker’s 

trajectory is normal, and one of the pricing workers is abnormal.

The dataset of trajectories is divided into three sets: the training set with 10537 trajectories, the validation 

set with 4211 trajectories and the test set with 3228 trajectories. 
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4.2 Parameter Learning

Table 1. List of hyper-parameters

Hyperparameters Value

Num_Bi-LSTMs (Encoder)       2

Num_Bi-LSTMs (Decoder) 2

Dim_Bi-LSTMs 32, 64

Learning rate 0.0005

Epochs 20

To update the parameters for the variational Bi-LSTM autoencoder, a total loss function, which is based on 

equation in [1], is designed:

           ���� = ����(�, ��) + � ×
�

�
∑ ���

� + ��
�� − 1 − log���

��
����
���                     (4)

where � is increased linearly with the training step number [17]. This helps VAE focus on reconstructing 

the input trajectory in the first training steps. When the training step number increases, VAE pays more 

attention to learning the latent space distribution.

The hyper-parameters of the model are summarized in Table 1. The model is chosen at the epoch that 

achieved the minimum value of loss function on the validation set. 

4.3 Results

To evaluate the framework performance, we use three performance metrics: recall, precision, and F1-score.

                      ������ =
��

�����
                                              (5)

                       ��������� =
��

�����
                                           (6)

                      �1 − ����� = 2 ×
������×���������

����������������
                                (7)

In this work, the proposed method is compared with the anomalous trajectory detection method using the 

spectral clustering algorithm. Besides, we also evaluate the performance of a variant of the proposed method, 

which replaces Bi-LSTM layers in VAE with LSTM layers. With the spectral clustering-based method, a 

trajectory is identified as an anomaly if it does not belong to any clusters. Clusters in the dataset are obtained 

by applying the spectral clustering algorithm.

The experiment results are shown in Table 2. The proposed method, which is based on the variational Bi-

LSTM autoencoder, may detect abnormal trajectories of workers well, with 81.22% in terms of the F1-score. 

The abnormal detection ability and precision also achieve above 80%. Besides, the performance of the 

proposed method is better than the spectral clustering-based method. In particular, the VAE architecture with

LSTM and Bi-LSTM outperforms the baseline by about 9% and 10% in terms of F1-score, respectively. This 

may be explained by the clustering-based method detecting anomalies based on the relationship between the 

checked trajectory and clusters. This method does not discover the internal characteristics and sequence 

information of trajectory well as the VAE-based method. Besides, using Bi-LSTM layers in the VAE also 
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achieves better outcomes by about 1% in F1-score than using LSTM layers. Since Bi-LSTM learns information 

from both sides of the input trajectory while LSTM only learns from one side, Bi-LSTM may improve the 

model's performance.

Table 2. Results of the proposed framework

Method Recall (%) Precision (%) F1-score (%)

Spectral clustering-based 0.745 0.6903 0.7162

Variational LSTM-AE-based 0.7949 0.8151 0.8049

Variational Bi-LSTM-AE-based 80.54 81.91 81.22

5. Conclusion

The paper proposed a variational Bi-LSTM autoencoder-based framework for detecting abnormal human 

trajectories. First, the VAE was trained and validated using normal historical trajectories. The VAE captures 

the latent representation of normal trajectories. Then, a new trajectory is tested to determine whether it is an 

anomaly using the trained VAE. If the new trajectory’s anomaly score, which is its reconstruction error by the 

VAE, exceeds a threshold, this trajectory is detected as an anomaly. Besides, this paper proposed a new metric 

called D-score for determining the anomaly threshold. Finally, the proposed framework was evaluated using 

the MIT Badge dataset. The results show that our work identified abnormal trajectories with 81.22% in F1-

score and outperformed the baseline.
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