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Abstract: Scoliosis is a three-dimensional deformation of the spine that is a deformity induced by physical or disease-

related causes as the spine is rotated abnormally. Early detection has a significant influence on the possibility of non-

surgical treatment. To train a deep learning model with preprocessed images and to evaluate the results with and

without data augmentation to enable the diagnosis of scoliosis based only on a chest X-ray image. The preprocessed

images in which only the spine, rib contours, and some hard tissues were left from the original chest image, were

used for learning along with the original images, and three CNN(Convolutional Neural Networks) models (VGG16,

ResNet152, and EfficientNet) were selected to proceed with training. The results obtained by training with the pre-

processed images showed a superior accuracy to those obtained by training with the original image. When the sco-

liosis image was added through data augmentation, the accuracy was further improved, ultimately achieving a

classification accuracy of 93.56% with the ResNet152 model using test data. Through supplementation with future

research, the method proposed herein is expected to allow the early diagnosis of scoliosis as well as cost reduction

by reducing the burden of additional radiographic imaging for disease detection.
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1. Introduction

Scoliosis is a three-dimensional deformation of the

spine, which is otherwise defined as a temporary defor-

mation due to physical or disease-related causes as

the spine is rotated abnormally. More specifically, sco-

liosis can be classified into nonstructural scoliosis and

structural scoliosis, the latter of which is a permanent

deformation of the structure of the spine [1-4]. Struc-

tural scoliosis can then be classified into idiopathic

scoliosis, congenital scoliosis, and neuromuscular sco-

liosis, of which idiopathic scoliosis, a scoliosis of unknown

cause accounting for more than 80% of all scoliosis, is

considered the most important [5]. In particular, adoles-

cent idiopathic scoliosis has an incidence of 0.5–5.2%

worldwide, although this prevalence is gradually increas-

ing [6,7]. Adolescent idiopathic scoliosis is typically

caused by a poor posture and lifestyle choices, and early

detection has a significant impact on its treatment [8].

However, only 10% of patients with scoliosis are under-

going medical treatment, leaving 90% of patients only

under observation through examination [14]. 

Scoliosis is mainly detected through spinal column

X-ray images [4], wherein the angle of intersection on

a vertical line is measured from the upper and lower

vertebrae, and where the greatest inclination is observed

at the curvature point exhibiting the greatest degree

of concave. This intersection angle is known as the Cobb

angle [1-5,10]. If the Cobb angle is greater than 10°,

the patient is diagnosed as suffering from scoliosis. Such

a diagnosis is followed by the appropriate treatment

depending on the degree of spinal deformity and the

risk of progression. The earlier the detection, the greater

the effectiveness of non-surgical treatments [11,12].

However, manual measurement of the Cobb angle may
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result in errors since it is often dependent on the sub-

jective experience of the radiologist. Such errors occur

to an even greater extent when scoliosis is diagnosed

using a chest X-ray image alone, as the Cobb angle value

sometimes appears particularly small on a chest X-ray

image [10,13,14]. In this context, Sugita [15] reported

that scoliosis could be diagnosed from chest images in

cases where the Cobb angle was ≥10°. However, Oh et al.

[16] reported severe errors and misdiagnoses in cases

where chest X-ray images alone were used along with

the conventional passive scoliosis diagnosis method.

Indeed, many cases are known wherein scoliosis patients

were classified as “normal,” since no image was recorded

in the lumbar region where scoliosis occurred to the

greatest extent, or alternatively, where the risk of sco-

liosis was judged incorrectly due to an inaccuracy in

the Cobb angle measurement. In terms of adolescent

idiopathic scoliosis in particular, the reliability of the

diagnosis is generally insufficient, approaching an accu-

racy of only 27.9% when a chest image alone is used to

determine the presence or absence of scoliosis [10,13,14,16].

To address these issues, research is being conducted to

incorporate the machine learning technology into the

diagnostic process, since this technology has attracted

worldwide attention due to its high accuracy in the

medical imaging field. This research trend has been

inspired by the fact that deep learning techniques,

unlike existing machine learning methods, have a struc-

ture similar to that of a human neural network, and

so can learn and read patterns after directly studying

data [17]. Indeed, previous studies in this area have

proven the effectiveness of learning through a deep

learning model itself [13,18-20]. However, the accuracy of

the Cobb angle measurements and the use of chest images

alone for diagnosis continue to result in incorrect

diagnoses, and so no meaningful results have been

published regarding whether scoliosis can be accurately

diagnosed using chest X-ray images alone.

With reference to existing deep learning studies related

to scoliosis, this study aims to train a deep learning model

that enables the diagnosis of scoliosis using chest X-ray

images taken from pulmonary tuberculosis tests, which

are conducted on a regular basis in South Korea. More

specifically, three CNN models (VGG16, ResNet152,

and EfficientNet B0), which have been reported to be

effective for medical data learning, are selected for com-

parison according to the differences among deep learning

models [21]. For these models, the learning potential

of the model for chest X-ray images is evaluated based

on how the difference in image preprocessing and the

training data size affect the accuracy of deep learning

model training for scoliosis classification.

II. Methods

In this study, a total of 111 chest X-ray images

(dimensions: 224 × 224), in which the presence or

absence of scoliosis had already been identified by an

orthopedic surgeon, were used.

1. Image generation

The majority of previous studies have been conducted

without any additional pretreatment of the chest X-

ray images [17-20]. However, recent research results

have suggested that learning models using prepro-

cessed X-ray images are more efficient than those using

the original non-processed images [22]. 

In this study, image preprocessing was performed

prior to training the deep learning model. Initially, for

Gaussian sharpening, a difference image was gener-

ated using the original image and the image that had

undergone Gaussian smoothing through a Gaussian

filter. By adding the difference image to the original image

once again, image sharpening was achieved. Thus,

Gaussian smoothing derived a result based on a constant

that was multiplied while adding a difference image to

the original image, and this constant could be adjusted

according to a range of characteristics, such as the

brightness or resolution of the image [23]. Subsequently, a

multi-frequency enhancement image was obtained by

repeating this process (i.e., adding the difference image

back to the original image) [24] (Fig. 1).

For these preprocessed images, the result of the input

image “s” was returned as the result image “r” using

the sigmoid function transformation equation (i.e., Eq.

(1)). In this case, “a” represents the slope and “c” rep-

resents an average value, and by adjusting these two

values, specific parts of the image can be brightened

or darkened. In addition, the result image of the sig-

moid function transformation was characterized by
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normalization between 0 and 1. Using this method,

the spine in the chest image was emphasized by bright-

ening the bone part with high-level pixels and dark-

ening the tissue part with low-level pixels [25].

(1)

As a result of multi-frequency image sharpening

and sigmoid function transformations, only the spine

and rib cage were left in the original image. Thus, to

use grayscale image data for the further training of

deep learning models, a training data set was con-

structed with 49 normal subject images and 33 scoliosis

images by classifying them as normal and scoliosis

images, respectively. Furthermore, the test data set

for verification of the learning results was composed

of 16 normal images and 14 scoliosis images (Fig. 2).

Deep learning model training is mainly used with

big data to prevent overfitting. However, for data such

as medical images, data usage is often limited due to

issues related to big data access rights [26]. To address

this problem, we attempted to use data augmentation
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Fig. 1. Multi-frequency enhancement to produce a sharpened image and the Gaussian smoothing images.

Fig. 2. (A) Example of an original image, (B) a multi-frequency enhancement sharpened image, and (C) a preprocessed

image.
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to achieve image generation. However, the loss of the

angle of the spine, which is the most important feature in

the image, could be problematic during the learning

process [1-6,13], and so image generation was performed

at 20 times the original images, and the resulting images

were used in training along with the original images.

In this case, images were randomly generated by chang-

ing the width range of the images by up to 30% and

the brightness by up to 40% while avoiding the angu-

lar displacement of the images themselves [27] (Fig. 3

and Table 1).

2. Deep learning model

(1) VGG16

VGG16 is a type of VGG model with 16 layers that

has a feature enabling the learning of a deeper neural

network compared to existing models. This is achieved

using a 3 × 3 filter as a learning parameter in all con-

volution layers. The feature discrimination of the model

is enhanced by increasing the nonlinearity of the ReLU

function included in the convolution operation through 3-

layer 3 × 3 filtering, and the accuracy of image clas-

sification is dramatically improved through a reduc-

tion in the learning parameters, even when a small

filter is employed. In this study, a VGG16 model was

configured with 13 convolution layers and three fully-

connected layers, and the softmax function for clas-

sification was used in the output layer for classify the

two categories [28].

(2) ResNet152

ResNet152 is a model characterized by having a

deeper neural network structure than previously used

models, which is achieved by adopting a novel method

(i.e., the residual learning framework) to facilitate the

learning of a much deeper network. Unlike the gen-

eral CNN model structure in which the output “x” is

received through two weight layers and the output is

input into the next layer, ResNet connects addition-

ally the input of the image layer directly to the output of

the layer in ResNet block. This facilitates optimization

of the model parameters, and a higher accuracy can be

Fig. 3. Preprocessed image (top) and the generated images (bottom).

Table 1. Number of images used for deep learning

Image type Spine condition Training images Test images

Original image
Normal 49 15

Scoliosis 33 14

Preprocessed image
Normal 49 15

Scoliosis 33 14

Generated image
Normal 1,029 315

Scoliosis 693 294
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obtained through a significantly deeper model structure

[29]. In this study, the ResNet152 model, consisting of

a maximum of 152 layers, was used for learning to deter-

mine how the layer depth of the model affected the

learning process.

(3) EfficientNet B0

In existing deep learning models, the depth, width,

and resolution of the models are generally adjusted to

improve the accuracy. However, it was not easy to obtain

an optimal performance as this method was carried out

passively. EfficientNet is a model aimed at solving this

problem, since it exhibits an improved performance

through more efficient scaling by experimentally ver-

ifying that the depth, width, and resolution have a

proportional relationship with one another, and then

carrying out their careful adjustment. This is known

as compound scaling, and is a scale-up method that

uniformly scales the depth, width, and resolution of the

EfficientNet network at a constant integer ratio [30].

According to the data size, this EfficientNet model was

composed of B0–B7; since 224 × 224 image data was

used for the purpose of this study, the B0 model was

used for training to effectively detect minute changes

in the rotation of the spine from the chest image used

as input data. 

3. Training method

The deep learning model was trained on the GTX2080,

tensorflow 2.3.1, and Keras 2.4.3 environments. A total of

four types of training methods were set according to

the presence or absence of data preprocessing for learn-

ing and whether generation images were used:

Type 1: Checking the classification accuracy for the

original images after training the model with the orig-

inal image data set(82 train images and 29 test images)

without preprocessing; 

Type 2: Checking the classification accuracy for the

preprocessed images after training the model with the

preprocessed image data set(82 train images and 29

test images); 

Type 3: Checking the classification accuracy only for

the preprocessed images after training the model with the

additional images generated in addition to the prepro-

cessed image data set(82 train images and 29 test images);

Type 4: Checking the classification accuracy for the

preprocessed images as well as the generated images

after training the model with the additional images

generated and with the preprocessed image data set

(1,722 train images and 609 test images) as for Type 3.

As a result, the accuracy was obtained based on the

result of learning through 1,000 epochs, and the aver-

age accuracy for 50 repetitions of learning was employed.

In addition, the learning order of the training data was

set randomly. Finally, the difference in the average value

of the learning accuracy in each model was examined

according to the state of the training data.

4. Statistical significance analysis

Statistical analysis was performed using the SPSS

(version 25.0; SPSS Inc, Chicago, IL) software to verify

the validity of the data used in this study and the study

results obtained through repeated experiments. The

homogeneity of the experimental results was verified

through one-way analysis of variance (ANOVA), and

the invariance was tested through an independent sam-

ple T-test. The statistical significance level was defined

as p < .05.

III. Results

1. Type 1

For the Type 1 method, the VGG16 model showed

an accuracy of 51.7%, ResNet152 gave an accuracy of

59.8%, and EfficientNet B0, which exhibited the highest

performance, showed an average accuracy of 55.8%

(see Table 2). However, statistical significance was only

identified in the case of the VGG16 model.

2. Type 2

For the Type 2 learning method, the scoliosis clas-

sification accuracy was slightly improved compared to

the Type 1 method when image preprocessing was

performed (see Table 3). However, the VGG16 model

gave comparable results before and after pretreatment,

and it was found that training was not performed

properly, with all images being classified as normal.

3. Type 3

Subsequently, for the Type 3 method, in which addi-
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tional generated images were added to the training data

set for the training of the model, the accuracy was reduced

compared to that of the Type 2 method (see Table 4).

This observation indicated the importance of the learn-

ing results obtained for the preprocessed image due to

the extreme data differences between the training and

validation data sets. In terms of the learning accuracy,

our results for the Type 3 method also revealed a sig-

nificant bias, with images being classified into only one

side. As in the case of the VGG16 model, it appeared

that training had not been successfully performed.

4. Type 4

Finally, the results for the Type 4 method, in which

the additional images generated were added to the

verification data set as well as to the training data set,

showed the highest accuracy of all training cases. In

particular, a large increase in the accuracy was observed

for the ResNet152 model (see Table 5).

IV. Discussion

The aim of this study was to train the deep learn-

ing model to detect scoliosis using chest X-ray images

alone instead of the full-length spine images that are

commonly employed. In addition, we also aimed to eval-

uate the performance of the developed method through

comparison of the classification accuracies obtained by

training the CNN models that were classified according

to their characteristics. Initially, to train an accurate

and effective deep learning model and to verify the

results, data was used that consisted of 111 images in

which the spine was emphasized through preprocess-

ing of the chest radiographic images. This preprocessing

stage involved multi-frequency sharpening based on

Gaussian sharpening, sigmoid function transformation,

and the use of an unsharp mask filter.

Based on previous results [24], which suggest that

an insufficient training data capacity may cause issues

Table 2. Training results for the Type 1 method

Model Accuracy Standard deviation p-value

VGG16 51.7% ±0.001 <.05

ResNet152 59.8% ±0.129 >.05

EfficientNet B0 55.8% ±0.169 >.05

Table 3. Training results for the Type 2 method

Model Accuracy Standard deviation p-value

VGG16 51.7% ±0.001 <.05

ResNet152 63.5% ±0.096 >.05

EfficientNet B0 68.7% ±0.074 <.05

Table 4. Training results for the Type 3 method

Model Accuracy Standard deviation p-value

VGG16 51.7% ±0.001 <.05

ResNet152 49.6% ±0.018 <.05

EfficientNet B0 51.1% ±0.042 <.05

Table 5. Training results for the type 4 method

Model Accuracy Standard deviation p-value

VGG16 51.7% ±0.001 <.05

ResNet152 93.6% ±0.057 <.05

EfficientNet B0 71.7% ±0.033 <.05
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related to overfitting in the training of the deep learn-

ing model, data augmentation was performed to pre-

vent such overfitting in the model, thereby improving

the model accuracy.

Indeed, the obtained results suggested that the clas-

sification accuracy of chest X-ray images obtained from

patients suffering from scoliosis can be improved by

extracting features through image preprocessing and

by adjusting the height and width ranges of the images.

This was particularly true for images that are often

classified as “normal” by the deep learning model. How-

ever, it is important to note that appropriate image

processing and generation must be carefully performed

while maintaining the characteristics according to the

disease of each patient.

Following comparison of the results obtained for the

Type 1 and Type 2 methods, the accuracy of the deep

learning model was expected to be improved by training

with the preprocessed image. However, the observed

difference was insignificant, and the results obtained

following training with the original non-preprocessed

images also showed no statistical significance. This could

be accounted for by considering that the loss rate was

particularly high during learning, and the stability of

the learning was also insufficient, thereby resulting in

a large deviation in accuracy. In the training for each

model, the deviation of the result was particularly large

when the original image was used for learning. However,

no significant difference was found when using the

VGG16 model, likely due to the underfitting [31] that

occurred from the use of a simple model. This analysis is

supported by the fact that no such issue was observed

for the ResNet152 and EfficientNet B0 models trained

using the same data set.

Subsequently, the results of the Type 3 and Type 4

methods, which were obtained by training the models

after data augmentation, suggested the possibility of

improvement in the classification accuracy of the sco-

liosis diagnosis model. Comparison of these results with

those of previous studies [32], the verification data gave

an extremely large ratio difference (98.3:1.7) compared to

that of the training data, and this was attributed to

an issue with the ratio of the training data [32]. Fur-

thermore, as in the cases of the Type 1 and Type 2 method

results, it was suggested that the learning efficiency

of the deep learning model could be further increased

through image preprocessing. This may also support

the argument that an increase in the size of the data

will lead to more accurate results.

When comparing the Type 2 and Type 4 methods

using the ResNet152 and EfficientNet B0 models, the

accuracy increased in the Type 4 method compared to

that of the Type 2 method for both models, although

the increase was greater for the ResNet152 model.

These results indicate that some overfitting occurred

in the learning process for the ResNet152 model, wherein

the existing training data set consisted of 82 images.

It was therefore considered that the accuracy could be

greatly improved through application of the Type 4

method, since this issue was easily addressed through

data augmentation.

The results of this study also indicate that research

that has previously not been possible using deep learn-

ing models could be considered in the future due to

advances in the preprocessing technologies and the

deep learning models, which could ultimately improve

image classification. The main aim of this study was

to achieve the detection of scoliosis through chest X-ray

images, which had not presented accurate results in

previous studies, and as a result, we successfully demon-

strated the feasibility of this technique with the ongo-

ing advances in technology. As a result, other diseases

that could not previously be detected in early medical

deep learning studies could therefore be examined in

the future following additional research into their detec-

tion methods and subsequent combination with the deep

learning approach.

In terms of the image preprocessing method, supe-

rior results will be expected following future research

based on the application of additional methods to the

deep learning image classification model, while continu-

ing to maintain the characteristics of scoliosis.

It should also be noted that since the chest X-ray

images used in this study were taken from the front of

the patient during the examination, there was a lim-

itation in that only the curvature of the spine, which

is identifiable in a two-dimensional image, could be

detected. This means that any abnormal rotation occur-

ring from the side to the front or back (i.e., anterior or

posterior rotation) will not be detectable when viewed
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from the front, and so three-dimensional spinal defor-

mities on the x, y, and z axes should ideally be exam-

ined. Thus, since patients with anterior and posterior

rotations may appear normal on anterior chest X-ray

images, the use of such images and their clinical diag-

noses to generate the artificial intelligence algorithm

trained in this study creates limitations in the final

method. As a result, an accuracy of ~93.56% was achieved

using the deep learning model developed herein, which is

somewhat insufficient for application in the diagnosis

of scoliosis. However, it still has potential for the iden-

tification of adolescent idiopathic scoliosis risk groups

or expected groups using chest X-ray images, which

are generally taken for health screening during ado-

lescence. As a result, the efficiency of early diagnosis

and non-surgical treatment could be greatly improved.

V. Conclusion

We herein reported our investigation into the training

of a deep learning model with preprocessed images and

subsequent evaluation of the results with and with-

out data augmentation to enable the diagnosis of sco-

liosis based only on chest X-ray images. The results of

this study demonstrated that a higher accuracy could

be obtained using a deep learning model than by the

passive measurement method based on the measure-

ment of chest X-ray images. The technique proposed in

this study is expected to develop into a more useful

method for the early diagnosis of scoliosis with the

use of images taken from various viewpoints, such as

the front and the side. Overall the results of this study

suggest the possibility of reducing the cost burden to

the patient through the use of chest X-ray images obtained

during periodic screening, thereby avoiding the require-

ment to obtain additional full-length images of the spine

for scoliosis diagnosis. Moreover, the effectiveness of

the early diagnosis and non-surgical treatment of sco-

liosis is also expected to be enhanced through detailed

examinations.

References

  [1] Cobb J. Outline for the study of scoliosis. instructional course

lectures. 1948;5(1):261-275.

  [2] Kadoury S, Labelle, H. Classification of three-dimensional

thoracic deformities in adolescent idiopathic scoliosis from a

multivariate analysis. Eur. Spine J. 2012;21(1):40-49. 

  [3] Sibel B, Hayriye K. Rule-based fuzzy classifier for spinal

deformities. Biomed Mater Eng. 2014;24(6):3311-3119.

  [4] Imaz CY. Surgical treatment of adolescent idiopathic scolio-

sis. M.Sc. Dissertation, Ankara University. 2001.

  [5] Trobisch P, Suess O, Schwab F. Idiopathic Scoliosis. Con-

tinuing Medical Education. 2010;107(49):875-884.

  [6] Cheng JC, Castelein RM, Chu WC, Danielsson AJ, Dobbs

MB, Grivas TB. Adolescent idiopathic scoliosis. Nat. Rev.

Dis. Prim. 2015;24(1):1-20.

  [7] Negrini S, Donzelli S, Aulisa AG, Czaprowski D, Schreiber

S, de Mauroy JC. 2016 SOSORT guidelines: orthopaedic and

rehabilitation treatment of idiopathic scoliosis during growth.

Scoliosis. 2018;13(3):1-48.

  [8] Lenke LG. Lenke classification system of adolescent idio-

pathic scoliosis: treatment recommendations. Instr Course Lect.

2005;54:537-542.

  [9] Sapountzi-Krepia DS, Valavanis J, Panteleakis GP, Zangana

DT, Vlachojiannis PC, Sapkas GC. Perceptions of body image,

happiness and satisfaction in adolescents wearing a Boston

brace for scoliosis treatment. J Adv Nurs. 2001;35(5):683-

690.

[10] Reamy BV, Slakey JB. Adolescent idiopathic scoliosis: review

and current concepts. Am Fam Physician. 2001;64(1):111-

116.

[11] Lee MK, Lee GJ, Song YK, Lim HH. Review on conservative

treatment of spinal scoliosis. The Journal of Korea CHUNA

Manual Medicine for Spine and Nerves. 2009;4(1):103-117.

[12] Lonstein JE, BJorklund S, Wanninger MH. Voluntary school

screening for scoliosis in Minnesota. J Bone Joint Surg Am.

1982;64(4):481-488.

[13] Tu Y, Wang N, Tong F, Chen H. Automatic measurement

algorithm of scoliosis Cobb angle based on deep learning.

Journal of Physics: Conference Series. 2019;1187(4):042100

[14] Zhou GQ, Jiang WW, Lai KL, Zheng YP. Automatic Measure-

ment of Spine Curvature on 3-D Ultrasound Volume Projection

Image with Phase Features. IEEE Transactions on Medical

Imaging. 2017;36(6):1250-1262.

[15] Sugita K. Epidemiological study on idiopathic scoliosis in high

school students. Prevalence and relation to physique, physical

strength and motor ability. Nihon Koshu Eisei Zasshi. 2000;

47(4):320-325.

[16] Oh CH, Kim CG, Lee MS, Yoon SH, Park HC, Park CO.

Usefulness of chest radiographs for scoliosis screening: A

comparison with thoraco-lumbar standing radiographs. Yon-

sei Med J. 2012;53(6):1183-1189.

[17] Vollmer S, Mateen BA, Bohner G, Király FJ, Ghani R, Jons-

son P, et al. Machine learning and artificial intelligence research

for patient benefit: 20 critical questions on transparency, rep-

licability, ethics, and effectiveness. BMJ. 2020;368:l6927.

[18] Gstoettner M, Sekyra K, Walochnik N, Winter P, Wachter R,

Bach CM. Inter- and intraobserver reliability assessment of

the Cobb angle: manual versus digital measurement tools.

Eur Spine J. 2007;16(10):1587-1592.

[19] Yang J, Zhang K, Fan H, Huang Z, Xiang Y, Yang J. Devel-

opment and validation of deep learning algorithms for scoliosis

screening using back images. Commun Biol. 2019;25(2):390.

[20] Wang H, Zhang T, Cheung KMC, Shea GKH. Application of

deep learning upon spinal radiographs to predict progression



Journal of Biomedical Engineering Research 44: 293-301 (2023)

301

in adolescent idiopathic scoliosis at first clinic visit. EClini-

calMedicine. 2021;29(42):101220.

[21] Wang J, Zhu H, Wang SH, Zhang YD. A review of deep

learning on medical image analysis. International Journal of

Multimedia Information Retrieval. 2021;26(2):19-38. 

[22] Wua H, Bailey C, Rasoulinejad P, Li S. Automated compre-

hensive adolescent idiopathic scoliosis assessment using MVC-

Net. Med Image Anal. 2018;48:1-11.

[23] Song TR, Wei Z. The research of X-ray bone fracture image

enhancement algorithms. International Conference on Com-

puter, Mechatronics, Control and Electronic Engineering.

2010;24-26.

[24] Calderon S, Fallas F, Zumbado M, Tyrrell PN, Stark H, Emersic

Z, et al. Assessing the impact of the deceived non local

means filter as a preprocessing stage in a convolutional neu-

ral network based approach for age estimation using digital

hand X-Ray images. IEEE International Conference on Image

Processing (ICIP). 2018;7-10.

[25] Sreenivasulu N, Kishore RM. Color image enhancement

using adaptive sigmoid function with bi-histogram equaliza-

tion. NCICCT. 2015;3(12):1-7.

[26] Shorten C, Khoshgoftaar TM. A survey on image data aug-

mentation for deep learning. J Big Data. 2019;6(60):1-48.

[27] Gu S, Pednekar M, Slater R. Improve Image Classification

Using Data Augmentation and Neural Networks. SMU Data

Science Review. 2019;2(2):1-44.

[28] Simonyan K, Zisserman A. Very deep convolutional networks

for large-scale image recognition. ICLR 2015.

[29] He K, Zhang X, Ren S, Sun J. Deep residual learning for

image recognition. Computer Vision and Pattern Recogni-

tion. 2015.

[30] Tan M, Le QV. EfficientNet: Rethinking model scaling for

convolutional neural networks. ICML 2019.

[31] Zhang H, Zhang L, Jiang Y. Overfitting and underfitting analy-

sis for deep learning based end-to-end communication sys-

tems. International Conference on Wireless Communications

and Signal Processing (WCSP). 2019;23-25.

[32] Nguyen QH, Ly HB, Ho LS, Al-Ansari N, Le HV, Tran VQ,

et al. Influence of data splitting on performance of machine

learning models in prediction of shear strength of soil. Math-

ematical Problems in Engineering. 2021;2021(6):1-15.


