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#### Abstract

Let $G R\left(2^{m}, r\right)$ be a Galois ring with even characteristic. We are interested in the existence of MDS(Maximum Distance Separable) self-dual codes over $G R\left(2^{m}, r\right)$. In this paper, we prove that there exists an MDS self-dual code over $G R\left(2^{m}, r\right)$ with parameters $[n, n / 2, n / 2+1]$ if $(n-1) \mid\left(2^{r}-1\right)$ and $8 \mid n$.


## 1. Introduction

Let $R=G R\left(p^{m}, r\right)$ be a Galois ring. We are interested in the existence of MDS(Maximum Distance Separable) self-dual codes over $R$. If $m=1$, then $R=G R(p, r)$ is the finite field $\mathbb{F}_{p^{r}}$. MDS self-dual codes over finite fields are studied extensively. If $p=2$ then we have the following result.

Theorem 1.1. [5, Theorem 3] For $R=G R(2, r)=\mathbb{F}_{2^{r}}$, there exist an MDS self-dual code $C=[2 k, k, k+1]$ over $R$ for all $k=1, \cdots, 2^{r-1}$.

If MDS conjecture over finite fields [9, Section 7.4] is true, then the research for $\mathbb{F}_{2^{r}}$ is completed. For odd prime $p$, there are many research papers for MDS self-dual codes over $\mathbb{F}_{p^{r}}$ (see [3] as an example) and the research has not been completed.

MDS self-dual codes over Galois rings are studied [7]. If $p$ is odd, then the existence of MDS self-dual codes over $G R\left(p^{m}, r\right)$ is equivalent to those over $\mathbb{F}_{p^{r}}[7$, Theorem 3.8, Theorem 3.9]. In other words, if we have an MDS self-dual code over $\operatorname{GR}\left(p^{m}, r\right)$, then we can make an MDS self-dual code over $\mathbb{F}_{p^{r}}$ using the canonical projection map. Conversely,

[^0]if we have an MDS self-dual code over $\mathbb{F}_{p^{r}}$, then we can make an MDS self-dual code over $G R\left(p^{m}, r\right)$ using lifting process.

If $p$ is even, then the projection map is still working but the lifting process can not be applied. Therefore the study of MDS self-dual codes over Galois rings with even characteristic is not easy. This paper is all about MDS self-dual codes over $G R\left(2^{m}, r\right)$. If $m=1, G R\left(2^{m}, r\right)=\mathbb{F}_{2}^{r}$. Therefore the research is done by Theorem 1.1. We assume that $m \geq 2$. There are some results for this case.

Theorem 1.2. [7, Theorem 4.5, Theorem 4.6] For Galois ring $R=$ $G R\left(2^{m}, r\right)$, we have the following:

1. If $m \geq 2$, then there is no MDS self-dual code over $R$ for length $n \equiv 2(\bmod 4)$.
2. If $m \geq 2$ and $r$ is odd, then there is no $[4,2,3]$ MDS self-dual code over $R$.
3. If $m \geq 2$ and $r$ is even, then there exist a $[4,2,3]$ MDS self-dual code over $R$.
Theorem 1.3. [8, Theorem 3.4] Let $R=G R\left(2^{m}, r\right)$, and $n$ be a positive integer such that $(n-1) \mid\left(2^{r}-1\right)$ and $2^{m} \mid n$. Then there exists an MDS self-dual code over $R$ with parameters $[n, n / 2, n / 2+1]$.

The purpose of this paper is to develop Theorem 1.3. We replace the condition $2^{m} \mid n$ of Theorem 1.3 with $8 \mid n$. Therefore the main result of this paper is the following. We prove that there exists an MDS self-dual code over $G R\left(2^{m}, r\right)$ with parameters $[n, n / 2, n / 2+1]$ if $(n-1) \mid\left(2^{r}-1\right)$ and $8 \mid n$.

This paper is organized as follows. In Section 2, we provide basic facts for Galois rings, linear codes, MDS codes, self-dual codes, generalized Reed-Solomon codes, and the stronger version of Hensel's lemma. In Section 3, we describe our main results, which are about the existence of MDS self-dual codes over Galois rings. In Section 4, we summarize this paper and give some future works.

## 2. Preliminaries

### 2.1. Galois rings

In this subsection, we present some well-known facts about Galois rings (see [15] as an example). Let $p$ be a fixed prime and $m$ be a positive integer. First, we consider the following canonical projection

$$
\begin{equation*}
\mu: \mathbb{Z}_{p^{m}} \rightarrow \mathbb{Z}_{p} \tag{2.1}
\end{equation*}
$$

which is defined by

$$
\begin{equation*}
\mu(c)=c \quad(\bmod p) \tag{2.2}
\end{equation*}
$$

The map $\mu$ can be extended naturally to the following map

$$
\begin{equation*}
\mu: \mathbb{Z}_{p^{m}}[x] \rightarrow \mathbb{Z}_{p}[x] \tag{2.3}
\end{equation*}
$$

which is defined by

$$
\begin{equation*}
\mu\left(a_{0} x+a_{1} x+\cdots+a_{n} x^{n}\right)=\mu\left(a_{0}\right)+\mu\left(a_{1}\right) x+\cdots+\mu\left(a_{n}\right) x^{n} \tag{2.4}
\end{equation*}
$$

This extended $\mu$ is a ring homomorphism with kernel $(p)$.
Let $f(x)$ be a polynomial in $\mathbb{Z}_{p^{m}}[x]$. Then, $f(x)$ is called basic irreducible if $\mu(f(x))$ is irreducible. A Galois ring is constructed as

$$
\begin{equation*}
G R\left(p^{m}, r\right)=\mathbb{Z}_{p^{m}}[x] /(f(x)) \tag{2.5}
\end{equation*}
$$

where $f(x)$ is a monic basic irreducible polynomial in $\mathbb{Z}_{p^{m}}[x]$ of degree $r$. The elements of $G R\left(p^{m}, r\right)$ are residue classes of the form

$$
\begin{equation*}
a_{0}+a_{1} x+\cdots+a_{r-1} x^{r-1}+(f(x)) \tag{2.6}
\end{equation*}
$$

where $a_{i} \in \mathbb{Z}_{p^{m}},(0 \leq i \leq r-1)$.
A polynomial $h(x)$ in $\mathbb{Z}_{p^{m}}[x]$ is called a basic primitive polynomial if $\mu(h(x))$ is a primitive polynomial. It is a well-known fact that there is a monic basic primitive polynomial $h(x)$ of degree $r$ over $\mathbb{Z}_{p^{m}}$ and $h(x) \mid\left(x^{p^{r}-1}-1\right)$ in $\mathbb{Z}_{p^{m}}[x]$. Let $h(x)$ be a monic basic primitive polynomial in $\mathbb{Z}_{p^{m}}[x]$ of degree $r$ and $h(x) \mid\left(x^{p^{r}-1}-1\right)$. Consider the following element

$$
\begin{equation*}
\xi=x+(h(x)) \in G R\left(p^{m}, r\right)=\mathbb{Z}_{p^{m}}[x] /(h(x)) \tag{2.7}
\end{equation*}
$$

The order of $\xi$ is $p^{r}-1$. Teichmüller representatives are defined as follows.

$$
\begin{equation*}
T=\left\{0,1, \xi, \xi^{2}, \ldots, \xi^{p^{r}-2}\right\} \tag{2.8}
\end{equation*}
$$

Every element $t \in G R\left(p^{m}, r\right)$ can be uniquely represented by the form

$$
\begin{equation*}
t=t_{0}+p t_{1}+p^{2} t_{2}+\cdots+p^{m-1} t_{m-1} \tag{2.9}
\end{equation*}
$$

where $t_{i} \in T,(0 \leq i \leq m-1)$. Moreover, $t$ is a unit if and only if $t_{0} \neq 0$, and $t$ is a zero divisor or 0 if and only if $t_{0}=0$.

The Galois ring $R=G R\left(p^{m}, r\right)$ is a local ring with a unique maximal ideal $M=(p)$. The canonical projection map is defined by

$$
\begin{aligned}
-\quad: & R \rightarrow R / M \\
& r \rightarrow \bar{r}=r+M
\end{aligned}
$$

It is known that $\bar{\xi}$ is a primitive element in $R / M\left(=\mathbb{F}_{p^{r}}\right)$.

### 2.2. Linear codes over $G R\left(p^{m}, r\right)$

A linear code $C$ of length $n$ over $G R\left(p^{m}, r\right)$ is a submodule of $G R\left(p^{m}, r\right)^{n}$, and the elements in $C$ are called codewords. The distance $d(\mathbf{u}, \mathbf{v})$ between two elements $\mathbf{u}, \mathbf{v} \in G R\left(p^{m}, r\right)^{n}$ is the number of coordinates in which $\mathbf{u}, \mathbf{v}$ differ. The minimum distance of a code C is the smallest distance between distinct codewords. The weight of a codeword $\mathbf{c}=\left(c_{1}, c_{2}, \cdots, c_{n}\right)$ in $C$ is the number of nonzero $c_{j}$. The minimum weight of $C$ is the smallest nonzero weight of any codeword in $C$. If $C$ is a linear code, then the minimum distance and the minimum weight are the same.

A generator matrix for a linear code $C$ over $G R\left(p^{m}, r\right)$ is permutation equivalent to the following one in the standard form [12, 13]:

$$
G=\left(\begin{array}{ccccccc}
I_{k_{0}} & A_{0,1} & A_{0,2} & A_{0,3} & \cdots & A_{0, m-1} & A_{0, m}  \tag{2.10}\\
0 & p I_{k_{1}} & p A_{1,2} & p A_{1,3} & \cdots & p A_{1, m-1} & p A_{1, m} \\
0 & 0 & p^{2} I_{k_{2}} & p^{2} A_{2,3} & \cdots & p^{2} A_{2, m-1} & p^{2} A_{2, m} \\
\vdots & \vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & p^{m-1} I_{k_{m-1}} & p^{m-1} A_{m-1, m}
\end{array}\right),
$$

where the columns are grouped into square blocks of sizes $k_{0}, k_{1}, \ldots, k_{m-1}$. The rank of $C$, denoted by $\operatorname{rank}(C)$, is defined to be the number of nonzero rows of its generator matrix $G$ in a standard form. Therefore $\operatorname{rank}(C)=\sum_{i=0}^{m-1} k_{i}$. We call $k_{0}$ in $G$ the free rank of a code $C$. If $\operatorname{rank}(C)=k_{0}$, then $C$ is called a free code. We say $C$ is an $[n, k, d]$ linear code, if the code length is $n$, the rank of $C$ is $k$, and the minimum weight of $C$ is $d$. In this paper, we assume that all codes are linear unless we state otherwise.

### 2.3. MDS codes

It is known (see [11] as an example) that for a (linear or nonlinear) code $C$ of length $n$ over any finite alphabet $A$,

$$
\begin{equation*}
d \leq n-\log _{|A|}(|C|)+1 . \tag{2.11}
\end{equation*}
$$

Codes meeting this bound are called MDS codes. Further, if $C$ is a linear code over a ring, then

$$
\begin{equation*}
d \leq n-\operatorname{rank}(C)+1 . \tag{2.12}
\end{equation*}
$$

Codes meeting this bound are called maximum distance with respect to rank (MDR) codes $[2,13]$. The following lemma states the necessary
and sufficient condition for MDS codes over Galois rings (see [6] as an example).

Lemma 2.1. Let $C$ be a linear code over $G R\left(p^{m}, r\right)$. Then, $C$ is MDS if and only if $C$ is MDR and free.

### 2.4. Self-dual codes

We define the usual inner product: for $\mathbf{x}, \mathbf{y} \in G R\left(p^{m}, r\right)^{n}$,

$$
\begin{equation*}
\mathbf{x} \cdot \mathbf{y}=x_{1} y_{1}+\cdots+x_{n} y_{n} \tag{2.13}
\end{equation*}
$$

For a code $C$ of length $n$ over $G R\left(p^{m}, r\right)$, let

$$
\begin{equation*}
C^{\perp}=\left\{\mathbf{x} \in G R\left(p^{m}, r\right)^{n} \mid \mathbf{x} \cdot \mathbf{c}=0, \forall \mathbf{c} \in C\right\} \tag{2.14}
\end{equation*}
$$

be the dual code of $C$. If $C \subseteq C^{\perp}$, we say that $C$ is self-orthogonal, and if $C=C^{\perp}$, then $C$ is self-dual. If a self-dual code $C$ is MDS then $C$ is called an MDS self-dual code.

### 2.5. Generalized Reed-Solomon codes over $G R\left(p^{m}, r\right)$

In this subsection, we describe generalized Reed-Solomon codes over $R=G R\left(p^{m}, r\right)[13,14]$. We start with the following definition (see [13, Definition 2.2], [14, Definition 5] as examples).

Definition 2.2. Let $R=G R\left(p^{m}, r\right)$. A subset $S$ of $R$ is subtractive if $s-t$ is unit for all $s, t \in S$ with $s \neq t$.

Lemma 2.3. ([13, Lemma 2.5, Corollary 2.6]) Let $R$ be a finite local ring, $M$ be the maximal ideal of $R$, and $K=R / M$ the residue field. For an element $r \in R$, we denote by $\bar{y}$ its image under the canonical projection from $R$ onto $K$. Then we have the following.

1. For $r, r^{\prime} \in R, \bar{r} \neq \overline{r^{\prime}}$ if and only if $r-r^{\prime}$ is a unit of $R$.
2. For $S \subseteq R,|S|=|\bar{S}|$ if and only if $S$ is subtractive.

Lemma 2.4. Let $R=G R\left(p^{m}, r\right)$ and $T=\left\{0,1, \xi, \xi^{2}, \ldots, \xi^{p^{r}-2}\right\}$ be the set of the Teichmüller representatives of $R$. Then we have the following.

1. If $A \subseteq T$, then $A$ is subtractive.
2. For $B \subseteq R$, if $B$ is subtractive then $|B| \leq|T|$.

Proof. We know that $R /(p)=\mathbb{F}_{p^{r}}$, where $(p)$ is the unique maximal ideal of $R$, and $\bar{\xi}$ is a primitive element of $\mathbb{F}_{p^{r}}$. Therefore $\bar{T}=\mathbb{F}_{p^{r}}$, $|T|=|\bar{T}|$, and $|A|=|\bar{A}|$. So, $A$ is subtractive by Lemma 2.3 (ii). This proves (i). Let $B \subseteq R$. Suppose that $B$ is subtractive. Then $|B|=|\bar{B}| \leq\left|\mathbb{F}_{p^{r}}\right|=|\bar{T}|=|T|$. This proves (ii).

Now we define the generalized Reed-Solomon codes over Galois rings (see [13, Example 3.7], [14, Definition 22] as examples).

DEFINITION 2.5. Let $R=G R\left(p^{m}, r\right)$ and $n, k$ be two positive integers such that $1 \leq k \leq n$. Let $P_{k}$ be the set of polynomials over $R$ of degree less than $k$, including the zero polynomial in $R[x]$. Let $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\}$ be a subtractive subset of $R, \alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right) \in R^{n}$, and $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right) \in R^{n}$, where $v_{i}$ is unit for $1 \leq i \leq n$. Then the generalized Reed-Solomon code, $G R S_{k}(\alpha, v)$ is defined by

$$
G R S_{k}(\alpha, v)=\left\{\left(v_{1} f\left(\alpha_{1}\right), v_{2} f\left(\alpha_{2}\right), \ldots, v_{n} f\left(\alpha_{n}\right)\right) \mid f \in P_{k}\right\}
$$

The following theorem is very important in the main section. The proof can be found in [14, Proposition 23 , Corollary 24, Proposition 25 , Theorem 28].

Theorem 2.6. We have the followings for the $G R S_{k}(\alpha, v)$ defined above.

1. $G R S_{k}(\alpha, v)$ is an $[n, k, d]$ MDS code with $d=n-k+1$.
2. A generator matrix of $G R S_{k}(\alpha, v)$ is given by

$$
G=\left(\begin{array}{llll}
v_{1} & v_{2} & \cdots & v_{n}  \tag{2.15}\\
v_{1} \alpha_{1} & v_{2} \alpha_{2} & \cdots & v_{n} \alpha_{n} \\
v_{1} \alpha_{1}^{2} & v_{2} \alpha_{2}^{2} & \cdots & v_{n} \alpha_{n}^{2} \\
\vdots & \vdots & & \vdots \\
v_{1} \alpha_{1}^{k-1} & v_{2} \alpha_{2}^{k-1} & \cdots & v_{n} \alpha_{n}^{k-1}
\end{array}\right)
$$

3. The dual code of $G R S_{k}(\alpha, v)$ is given by

$$
G R S_{k}(\alpha, v)^{\perp}=G R S_{n-k}\left(\alpha, v^{\prime}\right)
$$

where

$$
v^{\prime}=\left(v_{1}^{\prime}, v_{2}^{\prime}, \ldots, v_{n}^{\prime}\right) \text { and } v_{i}^{\prime}=\left(v_{i} \prod_{j \neq i}\left(\alpha_{i}-\alpha_{j}\right)\right)^{-1}
$$

We generalize a result in [10, Corollary 2.4] by the following theorem.
THEOREM 2.7. With the notations above, let $u_{i}=\left(\prod_{j \neq i}\left(\alpha_{i}-\alpha_{j}\right)\right)^{-1}$, $(1 \leq i \leq n)$ and $\lambda$ be a unit in $G R\left(p^{m}, r\right)$. Suppose that $\lambda u_{i}=v_{i}^{2}$ for some unit $v_{i} \in G R\left(p^{m}, r\right)$, $(1 \leq i \leq n)$. Let $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$. Then $G R S_{\frac{n}{2}}(\alpha, v)$ is an MDS self-dual code.

Proof. Since $G R S_{\frac{n}{2}}(\alpha, v)$ is MDS, we only have to prove that $G R S_{\frac{n}{2}}(\alpha, v)$ is self-dual. Note that by Theorem 2.6 (iii), $G R S_{\frac{n}{2}}(\alpha, \mathbf{1})^{\perp}=G R S_{\frac{n}{2}}(\alpha, u)$, where $\mathbf{1}=(1,1, \ldots, 1)$ and $u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$. Let $c$ and $c^{\prime}$ be two
codewords in $G R S_{\frac{n}{2}}(\alpha, v)$ with $c=\left(v_{1} f\left(\alpha_{1}\right), v_{2} f\left(\alpha_{2}\right), \ldots, v_{n} f\left(\alpha_{n}\right)\right)$ and $c^{\prime}=\left(v_{1} g\left(\alpha_{1}\right), v_{2} g\left(\alpha_{2}\right), \ldots, v_{n} g\left(\alpha_{n}\right)\right),\left(f, g \in P_{\frac{n}{2}}\right)$. Then

$$
\begin{aligned}
c \cdot c^{\prime} & =\left(v_{1} f\left(\alpha_{1}\right) v_{1} g\left(\alpha_{1}\right), v_{2} f\left(\alpha_{2}\right) v_{2} g\left(\alpha_{2}\right), \ldots, v_{n} f\left(\alpha_{n}\right) v_{n} g\left(\alpha_{n}\right)\right) \\
& =\left(f\left(\alpha_{1}\right), f\left(\alpha_{2}\right), \ldots, f\left(\alpha_{n}\right)\right) \cdot\left(v_{1}^{2} g\left(\alpha_{1}\right), v_{2}^{2} g\left(\alpha_{2}\right), \ldots, v_{n}^{2} g\left(\alpha_{n}\right)\right) \\
& =\left(f\left(\alpha_{1}\right), f\left(\alpha_{2}\right), \ldots, f\left(\alpha_{n}\right)\right) \cdot\left(\lambda u_{1} g\left(\alpha_{1}\right), \lambda u_{2} g\left(\alpha_{2}\right), \ldots, \lambda u_{n} g\left(\alpha_{n}\right)\right) \\
& =\lambda\left(f\left(\alpha_{1}\right), f\left(\alpha_{2}\right), \ldots, f\left(\alpha_{n}\right)\right) \cdot\left(u_{1} g\left(\alpha_{1}\right), u_{2} g\left(\alpha_{2}\right), \ldots, u_{n} g\left(\alpha_{n}\right)\right) .
\end{aligned}
$$

Since $\left(f\left(\alpha_{1}\right), f\left(\alpha_{2}\right), \ldots, f\left(\alpha_{n}\right)\right) \in G R S_{\frac{n}{2}}(\alpha, \mathbf{1})$ and $\left(u_{1} g\left(\alpha_{1}\right), u_{2} g\left(\alpha_{2}\right), \ldots\right.$, $\left.u_{n} g\left(\alpha_{n}\right)\right) \in G R S_{\frac{n}{2}}(\alpha, u)$, we have $c \cdot c^{\prime}=0$. Therefore $G R S_{\frac{n}{2}}(\alpha, v)$ is self-dual. This completes the proof.

We generalize a result in [16, Lemma 3] by the following lemma.
Lemma 2.8. Let $R=G R\left(p^{m}, r\right)$ and $\xi$ be a primitive $\left(p^{r}-1\right)$ th root of unity in $R$. Let $n \mid\left(p^{r}-1\right)$ be a positive integer and $\alpha=\xi^{\frac{p^{r}-1}{n}}$. Then for any $0 \leq i \leq n-1$ we have

$$
\prod_{0 \leq j \leq n-1, j \neq i}\left(\alpha^{i}-\alpha^{j}\right)=\alpha^{i(n-1)} n
$$

Proof. The proof is almost same to the one [16, Lemma 3]. We include the proof for a completeness. Note that $\alpha$ is a primitive $n$-th root of unity. We have


Since $x^{n}-1=\prod_{j=0}^{n-1}\left(x-\alpha^{j}\right)$, we have

$$
\prod_{j=1}^{n-1}\left(x-\alpha^{j}\right)=\frac{x^{n}-1}{x-1}=1+x+x^{2}+\cdots+x^{n-1}
$$

Taking $x=1$, we have $\prod_{j=1}^{n-1}\left(1-\alpha^{j}\right)=n$.

### 2.6. The stronger version of Hensel's lemma

In this subsection we give the stronger version of Hensel's lemma. We don't give a complete explanation of the stronger version of Hensel's lemma. Undefined notations and terminologies can be found in [1, 4]. We start with the following definitions (see [4, Definition 2.1.2, Definition 2.1.4] as an example).

Definition 2.9. Let $\mathbb{R}_{+}=\{x \in \mathbb{R}: x \geq 0\}$. Fix a prime number $p \in \mathbb{Z}$. The $p$-adic valuation on $\mathbb{Z}$ is the function

$$
v_{p}: \mathbb{Z} \backslash\{0\} \rightarrow \mathbb{R}_{+}
$$

defined as follows: for each integer $n \in \mathbb{Z}, n \neq 0$, let $v_{p}(n)$ be the unique positive integer satisfying

$$
n=p^{v_{p}(n)} n^{\prime} \text { with } p \nmid n^{\prime} .
$$

We extend $v_{p}$ to the field of rational numbers as follows: if $x=a / b \in$ $\mathbb{Q} \backslash\{0\}$, then

$$
v_{p}(x)=v_{p}(a)-v_{p}(b)
$$

Definition 2.10. For any $x \in \mathbb{Q}$, we define the $p$-adic absolute value of $x$ by

$$
|x|_{p}=p^{-v_{p}(x)}
$$

if $x \neq 0$, and we set $|0|_{p}=0$.
We give the stronger version of Hensel's Lemma (see [1] as an example).

Theorem 2.11. Let $f(X) \in \mathbb{Z}_{p}[X]$ and $a \in \mathbb{Z}_{p}$ satisfy

$$
|f(a)|_{p}<\left|f^{\prime}(a)\right|_{p}^{2}
$$

There is a unique $\alpha \in \mathbb{Z}_{p}$ such that $f(\alpha)=0$ in $\mathbb{Z}_{p}$ and $|\alpha-a|_{p}<\left|f^{\prime}(a)\right|_{p}$.
Proof. We don't give a complete proof of the theorem. But we give the idea of the proof which will be used in the main section of this paper. Define a sequence $\left\{a_{n}\right\}$ in $Q_{p}$ by $a_{1}=a$ and

$$
a_{n+1}=a_{n}-\frac{f\left(a_{n}\right)}{f^{\prime}\left(a_{n}\right)},(n \geq 1)
$$

Set $t=\left|\frac{f(a)}{f^{\prime}(a)^{2}}\right|_{p}<1$. Then we can show by induction on $n$ that

1. $\left|a_{n}\right|_{p} \leq 1$, i.e., $a_{n} \in \mathbb{Z}_{p}$,
2. $\left|f^{\prime}\left(a_{n}\right)\right|_{p}=\left|f^{\prime}\left(a_{1}\right)\right|_{p}$,
3. $\left|f\left(a_{n}\right)\right|_{p} \leq\left|f^{\prime}\left(a_{1}\right)\right|_{p}^{2} \cdot t^{2^{n-1}}$.

The unique $\alpha$ is the limit of the sequence $\left\{a_{n}\right\}$. We omit the details which can be found $[1$, Section 5].

## 3. Main results

We are interested in the existence of MDS self-dual codes over $G R\left(2^{m}, r\right)$. We start with the following lemma.

Lemma 3.1. Let $n$ be a positive integer such that $n \equiv 0(\bmod 8)$. Let $f(x)=x^{2}+(n-1)$. Then there is an integer solution for $f(x) \equiv 0$ $\left(\bmod 2^{m}\right)$ for all $m \geq 1$.

Proof. Let $p=2, a=1$, and $|n|_{p}=2^{-r},(r \geq 3)$. Then $|f(a)|_{p}=$ $|n|_{p}=2^{-r}$ and $\left|f^{\prime}(a)\right|_{p}^{2}=|2 a|_{p}^{2}=|2|_{p}^{2}=\frac{1}{4}$. Therefore

$$
|f(a)|_{p}<\left|f^{\prime}(a)\right|_{p}^{2}
$$

which is the condition of Theorem 2.11. We define a sequence $\left\{a_{\ell}\right\}$,

$$
a_{1}=a=1, a_{\ell+1}=a_{\ell}-\frac{a_{\ell}^{2}+(n-1)}{2 a_{\ell}},(\ell \geq 1)
$$

and note that $\left|a_{\ell}\right|_{p} \leq 1$ as in the proof of Theorem 2.11. Let $t=\left|\frac{f(a)}{f^{\prime}(a)^{2}}\right|_{p}$. Since $t=2^{2-r}$, we have

$$
\left|f\left(a_{\ell}\right)\right|_{p} \leq\left|f^{\prime}\left(a_{1}\right)\right|_{p}^{2} \cdot t^{2^{\ell-1}} \leq 2^{-2} \cdot\left(2^{2-r}\right)^{2^{\ell-1}}=2^{-\left(2+(r-2) \cdot 2^{\ell-1}\right)}
$$

For a fixed $m$, we choose $k$ such that $2+(r-2) \cdot 2^{k-1} \geq m$. Then $a_{k}$ is a solution of $f(x) \equiv 0\left(\bmod 2^{m}\right)$.

We are ready to prove the main theorem of this paper.
ThEOREM 3.2. Let $R=G R\left(2^{m}, r\right)$, and $n$ be a positive integer such that $(n-1) \mid\left(2^{r}-1\right)$ and $8 \mid n$. Then there exists an MDS self-dual code over $R$ with parameters $[n, n / 2, n / 2+1]$.

Proof. Let $\xi \in R$ be a primitive $\left(2^{r}-1\right)$ th root of unity. Let $\alpha=$ $\xi^{\frac{2^{r}-1}{n-1}}$. Then $\alpha$ is a primitive $(n-1)$ th root of unity. By Lemma 2.4, $\left\{0,1, \alpha, \alpha^{2}, \ldots, \alpha^{n-2}\right\}$ is subtractive. Let

$$
G 0=\left[\begin{array}{cccccc}
1 & 1 & 1 & 1 & \cdots & 1  \tag{3.1}\\
0 & 1 & \alpha & \alpha^{2} & \cdots & \alpha^{n-2} \\
0 & 1 & \alpha^{2} & \left(\alpha^{2}\right)^{2} & \cdots & \left(\alpha^{n-2}\right)^{2} \\
\vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & 1 & \alpha^{\frac{n}{2}-1} & \left(\alpha^{2}\right)^{\frac{n}{2}-1} & \cdots & \left(\alpha^{n-2}\right)^{\frac{n}{2}-1}
\end{array}\right]
$$

By Theorem 2.6, we know that $G 0$ is the generator matrix of the $G R S_{\frac{n}{2}}(\delta, \mathbf{1})$ code which is an $\left[n, \frac{n}{2}, \frac{n}{2}+1\right]$ MDS code, where $\delta=\left(0,1, \alpha, \alpha^{2}, \ldots, \alpha^{n-2}\right)$
and $\mathbf{1}=(1,1, \ldots, 1)$, and we also know that $G R S_{\frac{n}{2}}(\delta, \mathbf{1})^{\perp}=G R S_{\frac{n}{2}}(\delta, w)$,
where $w=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$,

$$
w_{i}=\prod_{1 \leq j \leq n, j \neq i}\left(\delta_{i}-\delta_{j}\right)^{-1}
$$

where $\delta_{1}=0, \delta_{k}=\alpha^{k-2}(k=2,3, \ldots, n)$. We have

$$
\begin{aligned}
w_{1}^{-1} & =(0-1)(0-\alpha)\left(0-\alpha^{2}\right) \cdots\left(0-\alpha^{n-2}\right) \\
& =(-1) \alpha^{1+2+\cdots+n-2} \\
& =(-1)\left(\alpha^{n-1}\right)^{\frac{n-2}{2}} \\
& =-1
\end{aligned}
$$

Using Lemma 2.8, we can calculate $w_{i},(2 \leq i \leq n)$

$$
\begin{aligned}
w_{i}^{-1} & =\left(\alpha^{i-2}-0\right) \prod_{0 \leq j \leq n-2, j \neq i-2}\left(\alpha^{i-2}-\alpha^{j}\right) \\
& =\alpha^{i-2} \cdot \alpha^{(i-2)(n-2)} \cdot(n-1) \\
& =\alpha^{(i-2)(n-1)}(n-1) \\
& =\left(\alpha^{n-1}\right)^{i-2}(n-1) \\
& =n-1
\end{aligned}
$$

Therefore we have

$$
w=\left(w_{1}, w_{2}, \ldots, w_{n}\right)=\left(-1, \frac{1}{n-1}, \frac{1}{n-1}, \ldots, \frac{1}{n-1}\right)
$$

and

$$
(n-1) w=(-(n-1), 1,1, \ldots, 1)
$$

We claim that $-(n-1)$ is a square element in $R=G R\left(2^{m}, r\right)$. More precisely, let $f(x)=x^{2}+(n-1)$. Then we claim that $f(x) \equiv 0\left(\bmod 2^{m}\right)$ has a solution for all $m \geq 1$. By Lemma 3.1, we know that there is an integer solution for $f(x) \equiv 0\left(\bmod 2^{m}\right)$. Let $\beta$ be a solution for $f(x) \equiv 0\left(\bmod 2^{m}\right)$. Then $-(n-1)=\beta^{2}$ in $R=G R\left(2^{m}, r\right)$. Let $v=(\beta, 1,1, \ldots, 1)$. Then $G R S_{\frac{n}{2}}(\delta, v)$ is MDS self-dual by Theorem 2.7. The generator matrix of $G R S_{\frac{n}{2}}(\delta, v)$ is given by the following matrix $G$ :

$$
G=\left[\begin{array}{cccccc}
\beta & 1 & 1 & 1 & \cdots & 1  \tag{3.2}\\
0 & 1 & \alpha & \alpha^{2} & \cdots & \alpha^{n-2} \\
0 & 1 & \alpha^{2} & \left(\alpha^{2}\right)^{2} & \cdots & \left(\alpha^{n-2}\right)^{2} \\
\vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & 1 & \alpha^{\frac{n}{2}-1} & \left(\alpha^{2}\right)^{\frac{n}{2}-1} & \cdots & \left(\alpha^{n-2}\right)^{\frac{n}{2}-1}
\end{array}\right]
$$

Table 1. Positive integer pairs $\left(n, v_{2}(n)\right)$ such that $(n-$ 1) $\mid\left(2^{r}-1\right),\left(v_{2}(n) \geq 2, n \geq 8,3 \leq r \leq 10\right)$

| $r$ | $\left(n, v_{2}(n)\right)$ | $r$ | $\left(n, v_{2}(n)\right)$ |
| :---: | :---: | :---: | :---: |
| 3 | $(8,3)$ | 7 | $(128,7)$ |
| 4 | $(16,4)$ | 8 | $(16,4),(52,2),(256,8)$ |
| 5 | $(32,5)$ | 9 | $(8,3),(512,9)$ |
| 6 | $(8,3),(64,6)$ | 10 | $(12,2),(32,5),(1024,10)$ |

In Table 1, we give positive integer pairs $\left(n, v_{2}(n)\right)$ such that $(n-1) \mid$ $\left(2^{r}-1\right), v_{2}(n) \geq 2, n \geq 8$, and $3 \leq r \leq 10$. In Table 1, for the case $n=8,16,32,64,128,256,512,1024$, since $v_{2}(n) \geq 3$, by Theorem 3.2, we know that there exists an MDS self-dual code over $R=G R\left(2^{m}, r\right)$ with parameters $[n, n / 2, n / 2+1]$. The generator matrix $G$ of the code is given by Equation (3.2). In $G$, we should determine $\beta$. Following the proof of Lemma 3.1, we can determine the value $\beta$. We explain this in the following. Let $k_{0}$ be the smallest value such that $2+\left(v_{2}(n)-2\right) \cdot 2^{k_{0}-1} \geq$ $m$. Let $\beta \equiv a_{k_{0}}\left(\bmod 2^{m}\right)$. In Table 2, we give the values, $k_{0}, a_{k_{0}}, \beta$ for $n=8,16,32$, and $1 \leq m \leq 10$. For example, if $n=8$ and $m=7$, then since $v_{2}(n)=3, k_{0}$ is the smallest value such that $2+(3-2) \cdot 2^{k_{0}-1} \geq 7$. So, $k_{0}=4$. By the sequence formula,

$$
a_{1}=1, a_{\ell+1}=a_{\ell}-\frac{a_{\ell}^{2}+7}{2 a_{\ell}},(\ell \geq 1)
$$

we have

$$
a_{4}=31 / 3
$$

and

$$
\frac{31}{3} \equiv 31 \cdot 3^{-1} \equiv 31 \cdot 43 \equiv 53 \quad\left(\bmod 2^{7}\right)
$$

Therefore $\beta=53$. Note that $\beta$ is the solution of $f(x) \equiv 0\left(\bmod 2^{7}\right)$, i.e., $53^{2}+7=2816 \equiv 0\left(\bmod 2^{7}\right)$.

In Table 1 , for the two case $n=52$ and $n=12$, we have $v_{2}(52)=$ $v_{2}(12)=2$. By Theorem 1.3, there exists an MDS self-dual code of length 52 and length 12 over $R=G R\left(2^{m}, 8\right)$ and $R=G R\left(2^{m}, 10\right)$, respectively, $(m=1,2)$. But we can not apply Theorem 3.2 to this case, therefore we don't know the existence of an MDS self-dual code for $m \geq 3$. The main point of Theorem 3.2 is that $-(n-1)$ should be a square element of $R=G R\left(2^{m}, r\right)$. The following lemma shows that $-(n-1)$ is not a square element in $\mathbb{Z}_{2^{m}},(m \geq 3)$ if $v_{2}(n)=1,2$.

Table 2. $\left(k_{0}, a_{k_{0}}, \beta\right)$

| $n \backslash m$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $(1,1,1)$ | $(1,1,1)$ | $(1,1,1)$ | $(2,-3,13)$ | $(3,-1 / 3,21)$ |
| 16 | $(1,1,1)$ | $(1,1,1)$ | $(1,1,1)$ | $(1,1,1)$ | $(2,-7,25)$ |
| 32 | $(1,1,1)$ | $(1,1,1)$ | $(1,1,1)$ | $(1,1,1)$ | $(1,1,1)$ |
| $n \backslash m$ | 6 | 7 | 8 | 9 | 10 |
| 8 | $(3,-1 / 3,21)$ | $(4,31 / 3,53)$ | $(4,31 / 3,181)$ | $(4,31 / 3,181)$ | $(4,31 / 3,693)$ |
| 16 | $(2,-7,57)$ | $(3,-17 / 7,89)$ | $(3,-17 / 7,217)$ | $(3,-17 / 7,217)$ | $(3,-17 / 7,729)$ |
| 32 | $(2,-15,49)$ | $(2,-15,113)$ | $(2,-15,241)$ | $(3,-97 / 15,369)$ | $(3,-97 / 15,881)$ |

Table 3. Existence of MDS self-dual codes of code length $n$ over $G R\left(2^{m}, r\right),(m \geq 2,1 \leq r \leq 5,4 \leq n \leq 32)$

| $r \backslash n$ | 4 | 8 | 12 | 16 | 20 | 24 | 28 | 32 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  |  |  |  |  |  |  |  |
| 2 | O |  |  |  |  |  |  |  |
| 3 | X | O |  |  |  |  |  |  |
| 4 | O | $?$ | $?$ | O |  |  |  |  |
| 5 | X | $?$ | $?$ | $?$ | $?$ | $?$ | $?$ | O |

Lemma 3.3. Let $n$ be an even positive integer such that $n \not \equiv 0$ $(\bmod 8)$. Let $f(x)=x^{2}+(n-1)$. Then there is no integer solution for $f(x) \equiv 0\left(\bmod 2^{m}\right)$ for $m \geq 3$.

Proof. Suppose that $\beta$ is an integer solution of $f(x) \equiv 0\left(\bmod 2^{m}\right)$, ( $m \geq 3$ ). Then

$$
\beta^{2}+(n-1) \equiv 0 \quad(\bmod 8) .
$$

Since $n-1$ is odd, $\beta$ should be odd and $\beta^{2} \equiv 1(\bmod 8)$. Therefore $\beta^{2}+(n-1) \equiv n \not \equiv 0(\bmod 8)$. We conclude that $f(x) \equiv 0\left(\bmod 2^{m}\right)$ has no solution for $m \geq 3$.

Although $-(n-1)$ is not a square element in $\mathbb{Z}_{2^{m}},(m \geq 3)$ if $v_{2}(n)=$ 2 , it is still possible that $-(n-1)$ is a square element in $R=G R\left(2^{m}, r\right)$. We give the following open problem.

Open Problem: Let $n$ be a positive integer such that $n \equiv 0(\bmod 4)$ and $n \not \equiv 0(\bmod 8)$, and $(n-1) \mid\left(2^{r}-1\right)$. Let $f(x)=x^{2}+(n-1)$. Does the equation $f(x)=0$ have a solution in $G R\left(2^{m}, r\right),(m \geq 3)$ ?

In Table 3, we show the existence of MDS self-dual codes of length $n$ over $G R\left(2^{m}, r\right),(m \geq 2,1 \leq r \leq 5,4 \leq n \leq 32)$. In this table, ' X ', ' O ', and '?' represents the nonexistence, existence, and tentatively unknown existence, respectively. Using Theorem 1.2 and Theorem 3.2, the table can be verified.

## 4. Summary

In this paper, we studied the generalized Reed-Solomon codes over Galois rings and the stronger version of Hensel's lemma. Using these we proved that there exists an MDS self-dual code over $G R\left(2^{m}, r\right)$ with parameters $[n, n / 2, n / 2+1]$ if $(n-1) \mid\left(2^{r}-1\right)$ and $8 \mid n$. Many aspects remain to be studied in the future, including the open problem presented in the main section. The question marks '?' in Table 3 are also possible research topics in the future.
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