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Abstract 
 

In this paper, we introduce a reinforcement learning-based algorithm for personalized tourist path 

recommendations. The algorithm employs a reinforcement learning agent to explore tourist regions and 

identify optimal paths that are expected to enhance tourism experiences. The concept of tourism 

experience is defined through points of interest (POI) located along tourist paths within the tourist area. 

These metrics are quantified through aggregated evaluation scores derived from reviews submitted by 

past visitors. In the experimental setup, the foundational learning model used to find tour paths is the 

Deep Q-Network (DQN). Despite the limited availability of historical tourist behavior data, the agent 

adeptly learns travel paths by incorporating preference scores of tourist POIs and spatial information of 

the travel area. 
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Ⅰ. Introduction  
 

The rapid advancement of information technology and the increasing popularity of Free Independent 

Travel (FIT) [1] have led modern tourists to rely on smart devices with constant internet connectivity 

during their tours [2]. Consequently, there is a growing demand for services that utilize big data and 

machine learning to understand tourists' preferences and offer personalized tour recommendations [3]. 

However, due to the limited availability of data on tourist behavior [4], machine learning often lacks 

access to substantial information. The majority of existing tourism data is related to statistical records of 

tourism product sales and content shared on social media platforms, which do not provide a deep 

understanding of tourists' movements within tourist destinations. 

To address this challenge, we introduce the 'Tour Path Finding Algorithm based on Reinforcement 

Learning,' which makes use of both Point of Interest (POI) data and geographical spatial information 

from a digital twin. Even without historical tourism data for the specific tourism area, this algorithm 

efficiently leverages real-time Point of Interest (POI) data and spatial information for learning, 

facilitated by the digital twin. Consequently, it empowers tourists to enhance their tourism experiences 

by identifying optimal tour paths. 

 

 

Ⅱ. Machine learning and path finding problems 
 

The proliferation of mobile internet devices and the availability of location-based services have made 

it increasingly convenient to track the travel paths of tourists [2]. Ongoing research focuses on 

leveraging travel path data in combination with tourism-related information, including internet and 

social media data, for the purpose of tourism planning and travel recommendation services. 
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Lee [5] introduced a system that harnesses Recurrent Neural Networks (RNN) to analyze the sequence 

of tourists' visits to Points of Interest (POIs) and infer the significance of this sequence to provide 

comprehensive travel routes. This method learns from the historical order in which past tourists visited 

POIs and offers recommendations for the order in which users should visit POIs. 

Chang [6] proposed a system that identifies Regions of Interest (ROIs) encompassing POIs visited by 

package tourists in the past and recommends package tourism products based on the visit order of these 

ROIs. This system utilizes reinforcement learning to understand travel-visit orders within ROIs, 

incorporating demographic data. 

Geng [7] demonstrated that reinforcement learning can be applied to address the problem of finding 

the optimal walking path, making use of real-time population density data along the available paths. 

Park [8] illustrated the effectiveness of reinforcement learning in solving the optimal path search 

problem, taking into account pedestrian movement characteristics. 

 

These approaches contribute to enhancing tourism planning and improving the travel experience for 

tourists by utilizing data-driven and machine learning techniques. However, previous research on 

tourism recommendation methods has primarily focused on suggesting tourist Points of Interest (POIs) 

considered attractive to tourists. The challenge of determining the most advantageous path for tourists to 

reach these recommended POIs has not been fully addressed. 

 

Tourists often venture into unfamiliar territories in search of undiscovered POIs, adding to the sense 

of novelty and adventure in their travels. While digital maps, primarily accessed by individual tourists 

through smartphones, typically provide path guidance based on factors like the shortest travel time or 

distance, these approaches often fall short in capturing the true essence of tourism, resulting in missed 

opportunities for more enriching tourism experiences. [9] 

 

Considering tourism as a purposeful endeavor to create lasting impressions, our objective is to explore 

travel paths that facilitate the accumulation of diverse and memorable tourism experiences. Leveraging 

reinforcement learning, we aim to identify optimal paths for tourists that offer maximum engagement 

with a wide range of enriching encounters within a designated region. Reinforcement learning (RL) 

agents adaptively learn distinct trajectories within the tourist locale, guided by a reward function that 

evaluates the tourism experience along these paths. 

 

As a result, the introduced algorithm derives insights from up-to-the-minute data that reflect 

fluctuations in tourism trends and changes within tourist destinations, sourced directly from the digital 

twin. This approach distinguishes itself from methodologies dependent on extensive historical tourism 

behavior data. 

 

 

Ⅲ. Reinforcement Learning-Based Tourism Experience Path Finding 
 

3.1. Proposed Algorithm 

 

 
Fig. 1 Reinforcement Learning based Tourism Path Finding 
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As previously mentioned, the tourism sector is currently undergoing a dynamic integration of 

Information Communication Technologies. Prominent tourist destinations are exploring the adoption of 

digital twin technologies to enhance both the tourism experience and the overall industry [10]. Tailored 

digital twins for tourism have the capacity to provide real-time insights into the tourism environment, 

offering information about POI(Point of Interest), including details like operating hours and occupancy 

status, as well as spatial data within the region. The feedback and evaluations contributed by tourists 

through their reviews are regarded as invaluable datasets, and digital twins acquire this data in real-time. 

Figure 1 illustrates the experimental framework we have developed, with the input data depicted on the 

left, demonstrating the existing information utilized by experimental digital twin systems tailored for 

tourism. 

 

Reinforcement learning, a paradigm in which an agent learns actions to take within a given 

environment, focuses on acquiring optimal action policies [11]. The outcomes of these actions should 

result in the highest cumulative rewards, and for this purpose, a measurable reward function is 

indispensable. In our tourism experience path planning, the reinforcement learning environment is 

constructed using tourism data from 3D maps [12] (depicting spatial information) and TourAPI [13] data 

(containing details about tourist Points of Interest or POIs) sourced from the experimental digital twin. 

The reward function incorporates a tourism experience index derived from the evaluations provided by 

previous visitors, which include the number of reviews and ratings of the visited POIs. As a result, the 

reward function finds an equilibrium between travel costs (such as time or distance to travel) and the 

quantity of the tourism experience. 

 

Deep Q-Networks (DQN) [14] is a deep learning model designed to directly learn control policies 

from complex sensory inputs. In this study, we employ DQN to address the challenge of identifying 

optimal paths to enhance the tourism experience. DQN includes a decoupled target neural network (Θ-) 

responsible for computing target values. This architecture resolves the issue of simultaneous shifts in Q 

network parameters during the learning process, thus improving learning performance.  

DQN, originally developed to address video game challenges, has demonstrated its ability to 

effectively identify and analyze game elements within intricate state spaces, often referred to as screen 

space. In the context of the tourism path finding problem, the challenge lies in discerning spaces in 

which various Points of Interest (POIs) are distributed across an extensive tourist area. The DQN model 

has proven to be effective even in tourist route spaces that bear a resemblance to the complexity found in 

video game environments. 

 

DQN based tourism path finding algorithm used in this study is as follows.  

 

Algorithm : DQN based tourism path exploration 

1 Initialize Replay Buffer B 

2 Initialize Q network with random 

3 for episode e=1 to max episode do 

4     Initialize Env, get initial position s1 

5     For time_step t=1 to max time_step do 

6         Chose Action a(t) using epsilon-greedy method with a fixed parameter ε 

7 
        Move to the direction indicated by A(t), get reward r(t) from Env and observe next  

position s(t+1) 

8         Collect experience and save e(t) to B 

9         Get sample batch experience (s(j), a(j), r(j), s(j+1)) from B 

10         If episode terminates then : Calculate y(j) with formula 8 

11         Else  y(j) = r(t) end if 

12         Perform gradient descent and update Q-network 

13         Update current state 

14         Every k step set T- = T 

15     End for 

16 End for 
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3.2. Experiment 

We defined the state, action, and reward of reinforcement learning for tourism experience path finding 

as shown in Table 1 below. 

 

Table 1. State, Action, Reward definition for Tourism Experience Path Finding 

Elements Definition 

State  
Action  
Reward  

 
(1) State: The state is roads and its direction of a region that agent can move from the current location 

to other. 

(2) Action: The action that agent can take at any location v is to select an edge that can move to 

another intersection point v' connected to v. All possible directions can be expressed as an azimuth 

divided from 0 to 360 degrees clockwise from the current position due north. This research employed 

multiples of 4 as movement directions to enhance learning efficiency, including options for 4, 8, and 16 

directions. The action can be further tailored based on the existing road directions. However, in most 

modern planned urban spaces, freedom of movement can be efficiently represented with just four 

primary directions (actions). In this paper, for the sake of learning efficiency, the available moving 

directions (Action) were constrained to four options: due north (N, 0), due east (E, 90), due south (S, 

180), and due west (W, 270). The direction of all roads was approximated to the nearest of these four 

cardinal directions.  

(3) Reward: The reward function consists of the cost of a movement and acquired tourism experience 

from the movement. , the first term of reward function, is the cost (in time or distance) of moving 

from  to . , second term, is the moving direction component that guides agent to the expected 

destination in the vast state space at last. The third term (t) is the tourism experience value which agent 

can gets from the moving, and finally, when the agent successfully arrives at the destination, 1 is 

additionally given as a success reward. 

 

We have developed an experimental digital twin of a specific tourism region in Korea, covering an 

area of approximately 90,000 square meters, which serves as the reinforcement learning environment. 

This digital twin incorporates 3D maps and tourism Points of Interest (POI) data collected from online 

sources [15]. Figure 2 illustrates the layout of a portion of the digital twin, where each numerical value 

(ranging from 0 to 1.0) represents the normalized tourism experience calculated for a particular segment 

of the path. Throughout the experiment, the tourism experience metric was computed based on the 

number of encountered POIs along the given path and their review scores from previous visitors. 
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Fig. 2 Experimental Environment (Tour Space) 
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The red dotted line of the map is borderline of tour area allowed that RL agent can move while its 

learning. 

In this study, DQN is configured with the Q-network with 50 neurons in each of the two hidden layers, 

 = 0.05,  = 1.0e-4,  = 0.95, and ReLu was applied for the activation function. These hyperparameter 

values are the result of finding a balance between performance and efficiency through repeated 

experiments.  

The tourism experience (ф) associated with individual Points of Interest (POIs) was set up to provide 

the agent with a tourism experience along the connected road segments. The tourism experience that 

each POI conveys to the agent through its adjacent road segment is calculated using equation (1). POIt 

represents the tourism experience value associated with POI t. In this experiment, the tourism experience 

value of each POI is computed based on the number of reviews and the review scores provided by 

previous tourists. 

 

  (1) 
 

The value of ф was considered valid solely for the initial visit within each episode. This approach was 

implemented to deter the agent from repeatedly traveling along the same road segments within a single 

episode, which could artificially inflate its tourism experience values. 

During the training process, we conducted a total 10 runs, each consisting of 100 episodes. 

 

3.3. Experiment Results 

Agents explore optimal travel paths to maximize tourism rewards while traveling from the origin to 

the destination. This tourism experience can be compared with other path search algorithms by 

evaluating the tourism experience (Ф) per unit distance of the path (  ).  

 

 
Fig. 3 Tourism experience paths founded by DQN 

 

Figure 3 illustrates the agent's moving trajectory overlaid onto the map, along with the corresponding 

tourism experience attained through each action. The trajectory labeled as (1) in Figure 1 corresponds to 

the outcome of the A* algorithm, a conventional approach for finding the shortest path. In contrast, 

trajectory (2) in Figure 1 yielded the highest recorded tourism experience value, effectively doubling the 

tourism experience compared to trajectory (1), albeit at the cost of covering an additional 34% distance. 

The tourism experiences collected as a result of the experiment and the distance traveled are shown in 

Table 2. 

 

Trajectory (3) in Figure 3 is characterized by the agent retracing its steps to a previously traversed 

segment, subsequently seeking a novel path to access more tourism experience (depicted within the 

orange shaded box). This behavior closely mirrors the proactive tendencies of a human tourist exploring 

new avenues while on a tour. 
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Table 2. DQN Tourism Experience Path Finding Results 

Path Φ / km 
Moving 

Distance (km) 

Tourism 

Experience (ϕ) 

 A* Algorithm 2.76 0.58 1.6 

DQN (Max Reward Path) 4.1 0.78 3.2 

DQN (Max Experience Path) 2.95 1.29 3.8 

 

DQN began to consistently perform well after approximately 20 training sessions. As shown in the 

left graph of Figure 2, despite fluctuations in reward values, DQN demonstrates a noticeable trend 

toward converging to an optimal solution over the learning iterations. The right graph of Figure 1 

illustrates irregular oscillations in cumulative reward values as episodes progress, a characteristic 

phenomenon in reinforcement learning processes. 

 

 
Fig. 4 DQN model training graph (L: Q-Value, R: Average Reward) 

 

 

Ⅳ. Conclusion 
 

Reinforcement learning agents that learn from both spatial information and Points of Interest (POI) 

data have demonstrated proficiency in identifying optimal tourist paths tailored to travel objectives. The 

algorithm introduced in this study offers several advantages over previous research. 

 

The suggested algorithm not only discovers recommendable POIs but also recommends paths aligned 

with the intended purposes of the tour. This achievement stems from the agent's ability to learn in real-

time about the dynamic conditions within the tourist region with the assistance of digital twin 

technology such as POIs operating status and changes in tourism trends. 

 

Even in environments where access to historical data of past tourist behaviors is limited, the tourism 

experience path finding algorithm remains effective in identifying and suggesting optimal tourist paths. 

This capability is realized by learning POI data along with the spatial characteristics of the respective 

tourist area from the digital twin or the internet. The proposed algorithm demonstrates practical utility 

even in tourist areas with newly established attractions or in situations where accessible historical data 

for learning is scarce. 
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