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Abstract 

 
Automated machine learning, often referred to as "AutoML," is the process of automating 

the time-consuming and iterative procedures that are associated with the building of machine 
learning models. There have been significant contributions in this area across a number of 
different stages of accomplishing a data-mining task, including model selection, hyper-
parameter optimization, and preprocessing method selection. Among them, preprocessing 
method selection is a relatively new and fast growing research area. The current work is 
focused on the recommendation of preprocessing methods, i.e., feature subset selection (FSS) 
algorithms. One limitation in the existing studies regarding FSS algorithm recommendation is 
the use of a single learner for meta-modeling, which restricts its capabilities in the meta-
modeling. Moreover, the meta-modeling in the existing studies is typically based on a single 
group of data characterization measures (DCMs). Nonetheless, there are a number of 
complementary DCM groups, and their combination will allow them to leverage their diversity, 
resulting in improved meta-modeling. This study aims to address these limitations by 
proposing an architecture for preprocess method selection that uses ensemble learning for 
meta-modeling, namely AutoFE-Sel. To evaluate the proposed method, we performed an 
extensive experimental evaluation involving 8 FSS algorithms, 3 groups of DCMs, and 125 
datasets. Results show that the proposed method achieves better performance compared to 
three baseline methods. The proposed architecture can also be easily extended to other 
preprocessing method selections, e.g., noise-filter selection and imbalance handling method 
selection. 
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1. Introduction 
Data analysis is a multistep process that employs algorithms for each step, such as 

preprocessing like data labeling, cleaning, handling imbalanced classes, and feature selection 
before training a base model on the data. The given diversity of data analysis tasks and large 
number of available ML algorithms pose a significant limitation, i.e., how to select adequate 
algorithms for a given problem from the large set of available candidate algorithms [1]. The 
process of choosing an adequate algorithm for each step of the multistep process of data 
analysis is an iterative, and nontrivial task, formally known as the "algorithm selection 
problem" (ASP) in literature [2]. To tackle ASP, a significant amount of effort has been 
devoted to automating the algorithm selection procedure. Automated machine learning or  
"Auto-ML," is the practice of automating the time-consuming and iterative procedures that are 
associated with the building of machine learning models [3]. Its major objective is to decrease 
human effort in constructing accurate prediction models, promote early deployment of optimal 
options, and save time and resources without compromising on accuracy. 

In Auto-ML, methods that are based on meta-learning have been extensively researched 
and have shown substantial success with regard to algorithm selection. Meta-learning is a 
broad field and has many important and diverse research directions across multiple domains. 
Generally, it can be defined as the process of learning from past experience gathered through 
the application of learning algorithms to a wide range of data sets, with the end goal of 
minimizing the amount of time required to learn new tasks [4].  

In order to automate algorithm selection, the meta-learning approach for algorithm 
recommendation is based on learning from dataset properties known as data characterization 
measures (DCMs) and previous model evaluations. The DCMs determine what properties 
various learning tasks share that make certain algorithms more suitable for learning them. 

Meta-learning based Algorithm recommender systems are mainly comprised of two major 
components. 1 Accumulation of Meta-data 2 Meta-modeling. The first component involves 
the evaluation of the performance of algorithms on a diverse range of datasets in a specific 
domain and the extraction of DCMs from the dataset. The first component is computationally 
the most expensive part of developing any algorithm recommendation system. A large part of 
the work that goes into these recommender systems is the methodical gathering of dataset 
properties, i.e., DCMs, and the assessment of the performance of various machine learning 
(ML) algorithms on those datasets. The second component involves building a model on the 
meta-data such that it maps the DCMs into the performance evaluation measures. For, any 
given dataset, first the DCMs are extracted and given as input to the meta-model, which in 
turn recommends appropriate algorithms according to the learned meta-model. This meta-
learning approach for algorithm selection has shown substantial success for building algorithm 
recommender systems in various domains, for instance, classifier selection [5], clustering 
method selection [6], time-series selection [7], and preprocessing method selection [8]. Auto-
Sklearn [9] and Auto-Weka [10] are two well-known examples of meta-learning-based 
algorithm selection.  

The selection of preprocessing methods is a relatively new but rapidly expanding research 
area in Auto-ML. Since preprocessing has a major role and is regarded as one of the most 
costly steps, it could account for 50%–80% of the entire process of data analysis [11]. Its 
proper planning and execution are critical for ensuring high-quality input data. The current 
study is focused on preprocessing method selection, more specifically the FSS algorithm 
recommendation. 
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The notable existing works of meta-learning based preprocess method recommendation 
includes  [11]–[16]. A major limitation of these studies is the use of a single learner for meta-
modeling, which restricts its capabilities in the meta-modeling, as acknowledged in a recent 
work [17]. For instance, the authors in [11] [12] has used KNN for meta-modeling, similarly, 
the meta-model in  [13]–[15]  is built on decision trees. In addition, the meta-modeling in the 
existing studies is typically based on a single group of DCMs. Nonetheless, there are a number 
of complementary DCM groups, and their combination will allow them to leverage their 
diversity, resulting in improved meta-modeling.  

This study aims to address these limitations by proposing an architecture for preprocess 
method selection that uses ensemble learning for meta-modeling, namely AutoFE-Sel. The 
following is an outline of the contributions made by this work: 

The AutoFE-Sel is based on stacking an framework [18]. It has two key advantages. (1) It 
improves the meta-modeling by combining multiple ML-KNN weak learners; (2) It takes 
advantage of the diversity of the existing complementary groups of DCM by generating their 
various alternative combinations, subsequently leveraging the performance of the system. The 
proposed architecture is compared with three other baseline methods in a large experimental 
evaluation composed of 125 datasets and 12 FSS algorithms. The results demonstrate that our 
approach outperforms the other FSS algorithm recommendation approaches. In addition, our 
architecture is component extendable and can be readily extended for the recommendation of 
algorithms for various preprocessing methods, such as noise-filter selection and imbalance 
handling methods. Experimental details are provided in the GitHub repository3.  

The remaining paper is structured as follows: In Section 2, we critically analyzed and 
summarized the existing similar works. The architecture of the proposed AutoFE-Sel is briefly 
described in Section 3. In Section 4 of the paper, we present details regarding the experimental 
setup along with the presentation and discussion of results. Finally, we conclude the paper in 
Section 5.    

 
2. Background and Related Works 

 
In a typical supervised learning task, a dataset is composed of independent variables called 

features and a target variable class. The quality of the features has a direct effect on the 
accuracy of the learning task [19]. It is preferable for the learnt model to have low variance, 
meaning that it does not over fit the training data and retains its ability to generalize on new 
instances. Usually, data extracted from various sources contains inconsistencies and has 
redundant, noisy, and irrelevant features that increase its complexity and computational cost. 
It is vital to eliminate redundant, noisy, and irrelevant characteristics in order to utilize just the 
most informative ones, hence minimizing the model's variance and maximizing its 
generalizability. Consequently, preprocessing methods like feature selection play a pivotal role 
and are considered one of the most costly processes, accounting for 50-80% of the whole data 
mining process [13]. To guarantee high-quality input data, good planning and execution are 
essential. Therefore, automation of preprocessing method selection has recently been the focus 
of research in AutoML.  

The most recent and relevant extensive literature surveys in AutoML [5] highlight two key 
research directions in meta-learning-based algorithm recommendation. Which are: (1) DCM 
(2) Meta-modeling. Research focusing on Data Characterization Measures (DCM) is 
concerned with the investigation of techniques for extracting measures of data characterization 
that are consistent over a given domain and are able to correlate the data distribution of datasets 
with the inherent fixed-bias of algorithms. The DCM’s that are utilized in a meta-learning 
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systems depend on the problem domain [20]. This is because the DCM’s have to capture 
properties that have the potential to predict the performance of the machine learning algorithms  
3https://github.com/iyousafzai1/AutoFe-Sel 
under consideration. DCM’s being an integral and challenging component of algorithm 
recommender systems had remained the focus of research for a long time and significant 
success has been achieved in this regard [21]. Various groups of DCMS’s have been proposed 
in various application domains e.g. classification [22] [23], clustering [24], regression [25], 
and time-series [26]. With regard to preprocessing method selection for classification, the 
DCM’s measures that are been proposed and empirically evaluated in the literature include 
complexity based feature overlapping measures, statistical and information theoretic based, 
model based. Authors in [27] and [28], had provided an excellent presentation and evaluation 
of DCMs for classification tasks.    

The process of mapping the DCM measures to the performance evaluation information of 
the candidate algorithms at meta-level is known as meta-modeling. Usually, a machine 
learning model is employed for this purpose, which is referred to as meta-learner in literature. 
In previous works, a wide range of Ml algorithms are being investigated for meta-modeling 
for instance, KNN, MLK-NN, rule based. Each of these meta-modeling approaches have its 
own merits and demerits and depends on the suitability to the meta-data and application 
domain under consideration. Latest comparative study shows that employing MLK-NN has 
many advantages compared to the others [5]. 

With regard to meta-learning for FSS algorithm recommendation, the first major study was 
conducted by the authors  in [11]. They employed KNN as meta-learner and the meta-data was 
generated from 22 candidate FSS algorithms and 115 datasets in order to provide a ranking of 
the best performing algorithms on a given problem. The ranking was provided through the 
direct mapping of the top nearest neighbors to the candidate algorithms based on a multi-
criteria performance metric comprising of accuracy and run time of algorithms.  Another study  
[12]; used a similar method for choosing an FSS algorithm, but in addition to statistical and 
information measures, they also used model-based DCMs. Calculating model-based DCMs 
involves expressing the dataset in a unique structure, such as a decision tree, in order to gain 
insight into the learning complexity. The primary drawback of employing KNN as a meta-
learner is determining the optimal value for the parameter K, which is fixed at the meta-level 
but varies for various datasets in practice, thereby impacting the system's performance. [5]. 

Employing rule-based models at meta-level is another meta-learning strategy for algorithm 
selection reported in  [13]. A decision tree based learner J48 was trained on meta-data obtained 
from 150 datasets described by statistical information theoretic and complexity based 
characterization measures and mapped into a group of four FSS algorithms. In another study 
[14], the authors built a meta-learning framework for FSS algorithms by employing the rule 
based J48 as meta-learner. It also confirmed the usefulness of employing rule based learners 
at meta-level. In addition, authors in [15], investigated another rule based C4.5 for 
preprocessing method selection. The interpretability of rule-based learners at the meta-level, 
which translates to the ability to analyze the rules that led to the selection of an algorithm, is 
an evident advantage. When used as a meta-learner in a meta-learning setup, extensive 
empirical evaluation of algorithm selection studies indicates that it cannot compete with other 
methods in terms of accuracy.   

Other works for preprocessing methods recommendation based on meta-learning includes, 
noise filter selection  [8], imbalance handling methods [29], [30]. In addition to these works, 
in other closely related works, various research groups contributed to the literature by studying 
the intrinsic relationship among DCMS and how it affects performance measures like accuracy 

https://github.com/iyousafzai1/AutoFe-Sel
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and time complexity in FSS. For instance, authors in [31] evaluated standard, statistical, and 
information-theoretic-based DCMS on five filter-based FSS techniques induced on three base 
classifiers. Likewise  authors in [32], investigated complexity based DCMS for estimating 
feature importance. The summary of related works is provided in Table 1 which elaborate the 
main points of reviewed literature.  

 
 Table 1. Summary of reviewed literature 

 
 The literature review reveals that prior meta-modeling research have employed a single 
learner, which, as stated in a recent work [17], limits its potential. In addition, a number of 
DCM groups are complimentary, and their combination will allow them to capitalize on their 
variety, resulting in enhanced meta-modeling. This paper proposes AutoFE-Sel, an 
architecture for preprocess method selection that employs ensemble learning for meta-
modeling to address these limitations. 

According to a recent study [17], the use of a singular learner in prior meta-modeling 
research restricts its potential. In addition, a number of DCM groups are complementary, and 
the combination of these groups will enable them to capitalize on their diversity, resulting in 
improved meta-modeling. AutoFE-Sel, an architecture for preprocess method selection that 
employs ensemble learning for meta-modeling, is proposed to resolve these limitations. 

 
 

3. Architecture of AutoFE-Sel 
 

The architecture of the ensemble-based learning for FSS algorithm recommendation is shown 
in Fig. 1. Details of each subcomponent in the architecture can be found in the next subsections. 
There are two fundamental prerequisites for applying ensemble learning, namely: (1) The base 
models should be accurate. 2. The models should be independent and diverse. Current 
recommendation models in the literature are constructed using several techniques, such as 
KNN [11], ML-KNN [33], and rule-based learners, i.e., J48 and C4.5 [34]. Even though there 
are variations in the recommendation performance of these models, they are still able to narrow 
down the search space of candidate algorithms for any given problem and have reasonable 
recommendation accuracies. With regard to assessing the second prerequisite, the suitability 

Ref Application Domain #Datasets #Algo Dataset Characterization measures Meta-Modeling 

[12] Feature selection 84 16 Statistical and information theoretic, 
Model based  

Instance Based 
(IBK) 

[11] Feature selection 115 22 Statistical and information theoretic Instance Based 
(IBK) 

[13] Feature selection 150 4 Statistical and information theoretic, 
complexity based J48 

[16] Feature selection 100 4 Statistical and information theoretic  Fuzzy similarity 

[15] Noise Filter selection 34 8 Complexity based measures C4.5 Decision 
Tree 

[8] Noise Filter selection 53 6 
Statistical and information theoretic, 
Complexity based, Model based, Land-
marking  

k-NN,RF and 
SVM 
Regression 

[29] Imbalance handling 
methods selection 80 11 

Statistical and information theoretic 
Complexity based, Model based, Land-
marking 

Instance Based 
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of ensemble learning in a meta-learning setup, existing research has demonstrated that the 
correlation among different groups of DCMs is low and that models built on different types of 
DCMs are independent and diverse [17]. Moreover, a recent study [18], focusing on 
classification algorithm recommendation, has also confirmed that the use of ensemble learning 
leverages the diversity of DCMs and improves the recommendation accuracy. These 
observations motivated the proposal of the AutoFE-Sel architecture, an ensemble-based meta-
learning method for FSS algorithm selection.  
 

 

 
The graphical presentation of the AutoFE-Sel is shown in Fig. 1. It consists mainly of three 

steps. 1 collection of metadata Meta-modeling 3. Algorithm recommendation. The collection 
of meta-data involves the extraction of DCMs and the identification of meta-targets. Then, in 
the next phase of the construction of the meta-models, a two-level data transformation method 
is adopted to form meta-models based on meta-data. Finally, after the construction of meta-
models, algorithm recommendation for any given problem involves first extracting its DCMS 

Fig. 1. Architecture of AutoFE-Sel 
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and then applying the two-level data transformations, which are then fed into the meta-models. 
That subsequently recommends an adequate set of algorithms. 
Finally, at the last phase, for any new dataset instance, first its DCM is extracted, and then a 
recommendation on an adequate subset of candidate algorithms is provided, guided by the 
learned meta-models. Each of these steps is described in detail in the following subsections.  
 

Table 2. Description of Notations used in this study 

 
 For the purpose of clarity and understanding, we provide in Table 2, the notations used 
throughout the rest of the study. 

3.1.1  Meta-data collection 
The collection of meta-data involves estimation of meta-target and extraction of DCMs. Both 
these steps are described in detail in the following subsections.  

3.1.2  Meta-Target 
Meta-target concern with that for each 𝑝𝑝𝑖𝑖 ∈  𝑃𝑃 , identify the best subset of appropriate 
algorithms among the pool of available candidate algorithms A. It requires performance 
evaluation of all the candidate algorithms on each dataset at meta level. In this work, we have 
adopted multi-criteria metric  EARR (Adjusted ratio of ratios) from [11], for performance 
evaluation. It takes into account other necessary factors besides accuracy when selecting an 
algorithm, i.e., run time and number of selected features. The multi-criteria performance 
EARR metric for performance evaluation of 𝑎𝑎𝑖𝑖 with reference to 𝑎𝑎𝑗𝑗 on dataset 𝑝𝑝𝑘𝑘 is given by  

𝐸𝐸𝐸𝐸𝐸𝐸𝑅𝑅𝑎𝑎𝑖𝑖,𝑎𝑎𝑗𝑗
𝑝𝑝𝑘𝑘 =

𝑎𝑎𝑎𝑎𝑐𝑐𝑖𝑖𝑘𝑘/𝑎𝑎𝑎𝑎𝑐𝑐𝑗𝑗𝑘𝑘

1 + 𝛼𝛼 ⋅ log�𝑡𝑡𝑖𝑖𝑘𝑘/𝑡𝑡𝑗𝑗𝑘𝑘� + 𝛽𝛽 ⋅ log�𝑛𝑛𝑛𝑛𝑖𝑖𝑘𝑘/𝑛𝑛𝑛𝑛𝑗𝑗𝑘𝑘�
(1 ≤ 𝑖𝑖 ≠ 𝑗𝑗 ≤ 𝐸𝐸, 1 ≤ 𝑘𝑘 ≤ 𝑛𝑛) 

 
(1) 
 

 
Since accuracy of FSS algorithm cannot be directly calculated therefore a base algorithm 

usually classifer is used for this purpose. It takes into account the accuracy of a FSS algorithm 
induced by a classifier, the number of selected features, and the run time. Here 𝑎𝑎𝑎𝑎𝑐𝑐𝑖𝑖

𝑗𝑗 represents 
accuracy of FSS 𝐴𝐴𝑖𝑖  induced by a base classifier on a dataset 𝑝𝑝𝑗𝑗(1 ≤ 𝑖𝑖 ≤ 𝑀𝑀, 1 ≤ 𝑗𝑗 ≤ 𝑁𝑁) . 
Where  𝑡𝑡𝑖𝑖𝑘𝑘 and 𝑛𝑛𝑛𝑛𝑖𝑖𝑘𝑘 denote the runtime and number of features selected by a FSS algorithm. 

Notations Description 
𝑃𝑃: the 𝑛𝑛 diverse range of problems(datasets) {𝑃𝑃𝑖𝑖 ∣ 𝑖𝑖 = 1,2, … ,𝑛𝑛} 
𝐴𝐴: the set of 𝑞𝑞 candidate classification algorithms  {𝑎𝑎𝑖𝑖 ∣ 𝑗𝑗 = 1,2, … , 𝑞𝑞} 

P: {𝑝𝑝1, 𝑝𝑝2, … 𝑝𝑝𝑛𝑛} denotes diverse range of representative classification problems  
𝑃𝑃𝑖𝑖  

𝑋𝑋𝑖𝑖: {𝑥𝑥1, 𝑥𝑥2, … 𝑥𝑥𝑛𝑛} represents DCMs of 𝑃𝑃𝑖𝑖  
𝑌𝑌𝑖𝑖: {𝑦𝑦1, 𝑦𝑦2, … 𝑦𝑦𝑛𝑛} represents meta-target of 𝑃𝑃𝑖𝑖  
𝑍𝑍𝑖𝑖: {𝑎𝑎1, 𝑎𝑎2, 𝑎𝑎3}  denotes the algorithms recommended by AutoFE-Sel for a 

problem 𝑃𝑃𝑖𝑖  
𝐸𝐸:  {𝑋𝑋𝑖𝑖  ,𝑌𝑌𝑖𝑖} where {E𝑖𝑖 ∣ 𝑖𝑖 = 1,2, … ,𝑛𝑛} represents meta-data 

𝐷𝐷𝐼𝐼: Level-1 Meta-datasets 
𝐷𝐷𝑘𝑘𝐼𝐼 :  Level-1 Meta-dataset produced by the 𝑘𝑘th combination of DCM types 
𝐷𝐷𝐼𝐼𝐼𝐼:  Level-2 Meta-datasets 
𝐷𝐷𝑗𝑗𝐼𝐼𝐼𝐼: Level 2 Meta-dataset for the jth candidate FSS algorithm 
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Moreover 𝛼𝛼 and 𝛽𝛽 represents user provided parameters in order to tradeoff for accuracy and 
number of selected features. The heigher value of 𝐸𝐸𝐸𝐸𝐸𝐸𝑅𝑅𝑎𝑎𝑖𝑖, 𝑎𝑎𝑗𝑗

𝑃𝑃𝑘𝑘  with reference to 𝐸𝐸𝐸𝐸𝐸𝐸𝑅𝑅𝑎𝑎𝑗𝑗,𝑎𝑎𝑖𝑖
𝑃𝑃𝑘𝑘  

indicate that 𝑎𝑎𝑖𝑖  performs better than 𝑎𝑎𝑗𝑗  on dataset 𝑃𝑃𝑘𝑘 .  In order to compare an algorithm 𝑎𝑎𝑖𝑖 
with rest of all available candidate algoithms i.e., {𝐴𝐴} − {𝑎𝑎𝑖𝑖}, then the following equation is 
used.  

𝐸𝐸𝐸𝐸𝐸𝐸𝑅𝑅𝑎𝑎𝑖𝑖
𝑃𝑃 =

1
𝐸𝐸 − 1

�
𝑀𝑀

𝑗𝑗=1∧𝑗𝑗≠𝑖𝑖
𝐸𝐸𝐸𝐸𝐸𝐸𝑅𝑅𝑎𝑎𝑖𝑖,𝑎𝑎𝑗𝑗

𝑃𝑃  
 
(2) 
 

After the calculation of 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 metrics values, the next step is the estimation of meta-target. 
Usually, it involves a statistical test procedure; although there are various statistical tests used 
in prior studies, it is generally agreed that the non-parametric multiple comparison procedure 
(MCP) Friedman followed by Holm procedure test is the most suitable [35]. For example, for 
any given dataset 𝑃𝑃𝑖𝑖 ∈ P, the algorithm among the candidates that performs best on the given 
problem in terms of the EARR metric is chosen as a reference, and the Holm procedure test is 
then used to identify algorithms whose difference in performance is not statistically significant 
from the referenced algorithm. The referenced algorithm, along with the statistically 
equivalent ones in performance, are considered appropriate algorithms, i.e., meta-target. These 
algorithms constitute the multi-label meta-target Yi =  {yi,j|1 ≤  j ≤  q} of pi and label yi,j  =
 1 or 0 shows if the algorithm aj is suitable for pi or not. This step is performed for all the 
datasets, and each meta-example is labeled with 0 or 1.  

3.1.3  Data Characterization Measures 
The DCMs used in this study are given in Table 3. The DCMs are extracted in a standard 

and unified way through the standard R library built upon ECoL1 framework for complexity 
measures [27], and for the remaining group of DCMs we have used the standard R library built 
upon MFE2 framework [37]. The complexity-based features determine the relevance of the 
features in identifying and separating the classes. Feature overlap measures describe how 
informative the available features are to separate the classes, i.e., they assess the discriminative 
power of the attributes and features.  
 

Table 3. DCMs used in AutoFE-Sel 

Category   Measure description  

Complexity 
Measures 

 

Maximum Fisher’s Discriminant Ratio (F1) 
Volume of Overlapping Region (F2).  
Maximum Individual Feature Efficiency (F3).  
Collective Feature Efficiency (F4) 

Statistical based 
properties 

Mean absolute linear correlation coefficient of all possible pairs = ρ�(X, Y) 
Mean skewness = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑋𝑋) 
Mean kurtosis = 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾(𝑋𝑋) 

Information-
theoretic properties 

Normalized class entropy =  𝐻𝐻(𝐶𝐶)𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 
Mean normalized feature entropy = 𝐻𝐻(𝑋𝑋)𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 
 Mean mutual information of class and attribute = 𝑀𝑀𝑀𝑀(𝐶𝐶,𝑋𝑋) 
Maximum mutual information of class and attribute =  𝑀𝑀𝑀𝑀(𝐶𝐶,𝑋𝑋)𝑚𝑚𝑚𝑚𝑚𝑚 
Equivalent number of features, 𝐸𝐸𝑁𝑁𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 𝐻𝐻(𝐶𝐶)/𝑀𝑀𝑀𝑀(𝐶𝐶,𝑋𝑋) 
Noise-signal ratio, 𝑁𝑁𝑆𝑆ratio = (𝐻𝐻�(𝑋𝑋) −𝑀𝑀𝑀𝑀(𝐶𝐶,𝑋𝑋))/𝑀𝑀𝑀𝑀(𝐶𝐶,𝑋𝑋) 
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The F1 measure calculates the inter-class to intra-class dispersion ratio of each feature. Lower 
values of this measure indicate the presence of at least one feature whose values demonstrate 
minimal interclass correlation. This measure is very informative, especially when the 
probability distributions of the classes are close to normal. It is calculated as follows: 

F1 =  
1

1 + maxi=1m  rfi
 (2) 

 
  
 Where 𝑟𝑟𝑓𝑓𝑓𝑓  represents the discriminant ratio of every feature fi and can be computed as 

follows 

𝑟𝑟𝑓𝑓𝑓𝑓 =
∑ 𝑛𝑛𝑐𝑐𝑐𝑐
𝑛𝑛𝑐𝑐
𝑗𝑗=1 (𝜇𝜇𝑐𝑐𝑐𝑐

𝑓𝑓𝑓𝑓  – 𝜇𝜇𝑓𝑓𝑓𝑓  )2

∑ ∑ (𝑥𝑥𝑙𝑙𝑙𝑙
𝑗𝑗 − 𝜇𝜇𝑐𝑐𝑐𝑐

𝑓𝑓𝑓𝑓)2
𝑛𝑛𝑐𝑐𝑐𝑐
𝑙𝑙=1

𝑛𝑛𝑐𝑐
𝑗𝑗=1

 (3) 
 

Where 𝑛𝑛𝑐𝑐𝑐𝑐  represents the number of examples for class 𝑐𝑐𝑗𝑗 , 𝜇𝜇𝑓𝑓𝑓𝑓  denotes the mean of 𝑓𝑓𝑖𝑖 
values across all the classes and the value of feature 𝑓𝑓𝑖𝑖  for any instance in class 𝑐𝑐𝑗𝑗  is 
represented by 𝑥𝑥𝑙𝑙𝑙𝑙

𝑗𝑗 .   
The F2 assesses the degree to which the distributions of feature values overlap between 

classes. It is calculated by identifying the maximum and minimum class values for each feature 
𝑓𝑓𝑖𝑖. Following this, the overlapping interval is approximated and normalized by the range of 
values in each class, as shown below.  

𝐹𝐹2 = �
 overlap (𝑓𝑓𝑖𝑖)

range(𝑓𝑓𝑖𝑖)

𝑚𝑚

𝑖𝑖

= �
max{0, minmax(𝑓𝑓𝑖𝑖) − maxmin(𝑓𝑓𝑖𝑖)}

maxmax(𝑓𝑓𝑖𝑖) − minmin(𝑓𝑓𝑖𝑖)

𝑚𝑚

𝑖𝑖

 

Where, 

(4) 
 

 
minmax(𝑓𝑓𝑖𝑖)  = min �max�𝑓𝑓𝑖𝑖

𝑐𝑐1�, max�𝑓𝑓𝑖𝑖
𝑐𝑐2��

maxmin(𝑓𝑓𝑖𝑖)  = max �min�𝑓𝑓𝑖𝑖
𝑐𝑐1�, min�𝑓𝑓𝑖𝑖

𝑐𝑐2��

maxmax(𝑓𝑓𝑖𝑖)  = max �max�𝑓𝑓𝑖𝑖
𝑐𝑐1�, max�𝑓𝑓𝑖𝑖

𝑐𝑐2��

minmin(𝑓𝑓𝑖𝑖)  = min �min�𝑓𝑓𝑖𝑖
𝑐𝑐1�, min�𝑓𝑓𝑖𝑖

𝑐𝑐2��

 

The min(𝑓𝑓𝑖𝑖
𝑐𝑐𝑗𝑗) 𝑎𝑎𝑎𝑎𝑎𝑎 max(𝑓𝑓𝑖𝑖

𝑐𝑐𝑗𝑗) represent the highest and lowest values of each feature in 
the class c j (1, 2). 

The F3 metric assesses the individual effectiveness of each feature in identifying the 
classes. In doing so, it examines if there is overlap of values among instances of various 
classes for each feature. 

𝐹𝐹3 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑛𝑛
𝑛𝑛𝑜𝑜(𝑓𝑓𝑖𝑖)
𝑛𝑛

 
 

(5) 
 

where 𝑛𝑛𝑜𝑜(𝑓𝑓𝑖𝑖) is the number of instance in the overlapping region for feature 𝑓𝑓𝑖𝑖 and is 
calculated according to equation 6.  
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𝑛𝑛𝑜𝑜 (𝑓𝑓𝑖𝑖 )  =  �𝐼𝐼
𝑛𝑛

𝑗𝑗=1

(𝑥𝑥𝑗𝑗𝑗𝑗  >  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑓𝑓𝑖𝑖 )  ∧  𝑥𝑥𝑗𝑗𝑗𝑗  <  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑓𝑓𝑖𝑖 )) 
 
(6) 
 

The F4 measure presents an overview of how the features interact and work together. It 
employs a process similar to that used for F3 in stages. Initially, the highest discriminative 
feature based on F3 is chosen i.e., the feature with the least overlap across various classes. All 
instances that can be separated by this feature are excluded from the dataset and the previous 
step is performed again after which the subsequent most discriminative feature is chosen. This 
approach is carried out until all features have been analyzed and can be terminated when there 
is no remaining instance. F4 is calculated after 𝑙𝑙 iterations across the dataset, where 𝑙𝑙 is a 
positive integer in the range [1,m].. If any one of the features is sufficient to differentiate 
among all the instances in task T, 𝑙𝑙 is 1.  however it can be as high as 𝑚𝑚 if all of the features 
need to be taken into consideration. F4 is calculated as follows: 

𝐹𝐹4 =
𝑛𝑛𝑜𝑜�𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚(𝑇𝑇𝑙𝑙)�

𝑛𝑛
 

 

(7) 
 

Where 𝑛𝑛𝑜𝑜�𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚(𝑇𝑇𝑙𝑙)� estimate the overlapping region of feature 𝑓𝑓min for the dataset from 
the 𝑙𝑙th iteration of (𝑇𝑇𝑙𝑙).  

The statistical measures provide details concerning the distribution of dataset e.g., central 
tendency and dispersion whereas the entropy based information-theoretic measures show 
variability and redundancy of the attributes. a detailed overview of DCM’s and how they are 
calculated can be found in [28]. Due to space limitation we here present only the measures in 
Table 2 and for more information on the theoretical and pracctical calculation of each these 
measures, we refer readers to  [27] and [36]. 

The outcome of the first component is the accumulation of meta-data in i.e., E =
{e1, e2, e3, … . 𝑒𝑒𝑛𝑛}  in which every instance of the meta-data corresponds to the DCM and meta-
target of the respective dataset i.e., 𝑚𝑚𝑖𝑖 = (𝑋𝑋𝑖𝑖 ,𝑌𝑌𝑖𝑖). Where 𝑋𝑋𝑖𝑖 is the three groups of DCM i.e. 
𝐷𝐷𝐷𝐷1,𝐷𝐷𝐷𝐷2.𝐷𝐷𝐷𝐷3, each group comprising of sub-measures and 𝑌𝑌𝑖𝑖 = {𝑦𝑦1 𝑦𝑦2…..𝑦𝑦𝑛𝑛}  is the meta-
target, labeled with 0 and 1.  

3.2 Meta-Models Construction 
In order to transform the collected meta-data to a meta-level learning form such that various 

base models can be formed on them, we have employed a two level data transformation 
procedure as shown in procedure 1.  

 
3.2.1 Level 1 Transformation:  
 

In order to appropriately leverage the diversity of the different groups of DCMs we 
generated their various combinations. A function Choose (𝑋𝑋𝑖𝑖 ) is used for this purpose. The 
combination function (𝑋𝑋𝑖𝑖 ) generate t = 2𝑞𝑞 − 1 different combinations on various q groups 
DCMs. For instance, if the 𝑋𝑋𝑖𝑖 = {1, 2,3} contains three groups of DCMs then the combination 
function will produce t = 23 −  1 = 7   {{1},{2},{3},{1,2},{1,3},{2,3},{1,2,3}}. First for 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 17, NO. 7, July 2023                                    1783 

each meta-example 𝑀𝑀𝑖𝑖 , =   (𝑋𝑋𝑖𝑖,𝑌𝑌𝑖𝑖) the choose function is applied choose(𝑋𝑋𝑖𝑖 ) to generate 
various combinations of DCMs.  

 
Procedure 1: Level-2 Transformation 
Input   : 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝐸𝐸 =  {𝑒𝑒1, 𝑒𝑒2, 𝑒𝑒3, … 𝑒𝑒𝑛𝑛},𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑒𝑒𝑖𝑖   =  (𝑋𝑋𝑖𝑖,𝑌𝑌𝑖𝑖) 

𝐷𝐷 
𝐼𝐼 = {𝐷𝐷𝑗𝑗𝐼𝐼| 1 ≤ j ≥ 7}} 

 Output: Level-2 Meta-data  
1 Begin 
2 foreach 𝐸𝐸𝑖𝑖 ∈  𝐸𝐸 𝐝𝐝𝐝𝐝  

                foreach label 𝑦𝑦𝑖𝑖,𝑗𝑗 ∈ 𝑌𝑌𝑖𝑖  𝐝𝐝𝐝𝐝  
           foreach 𝐷𝐷𝑘𝑘𝑖𝑖  ∈ 𝐷𝐷𝐼𝐼do  

3   𝑃𝑃𝑃𝑃𝑃𝑃𝑏𝑏𝑖𝑖,𝑗𝑗,𝑘𝑘 = ML-KNN (𝑋𝑋𝑖𝑖,𝑦𝑦𝑖𝑖,𝑗𝑗 ,𝐷𝐷𝑖𝑖𝑘𝑘);  
             endfor 

                 endfor 
4 endfor 
5 𝐷𝐷 

𝐼𝐼𝐼𝐼 = 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 ∅ 
6 for j = 1 to q do 
7 𝐷𝐷𝑗𝑗𝐼𝐼𝐼𝐼= Null 

      for i = 1 to n do 
8 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = (<  𝑃𝑃𝑃𝑃𝑃𝑃𝑏𝑏𝑖𝑖,𝑗𝑗,𝑘𝑘 ,𝑃𝑃𝑃𝑃𝑃𝑃𝑏𝑏𝑖𝑖,𝑗𝑗,𝑘𝑘 ,𝑃𝑃𝑃𝑃𝑃𝑃𝑏𝑏𝑖𝑖,𝑗𝑗,𝑘𝑘 >  𝑦𝑦𝑖𝑖,𝑗𝑗 ) ) 
9 𝐷𝐷𝑗𝑗𝐼𝐼𝐼𝐼= 𝐷𝐷𝑗𝑗𝐼𝐼𝐼𝐼U 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   
10 𝐷𝐷 

𝐼𝐼𝐼𝐼 =  𝐷𝐷 
𝐼𝐼𝐼𝐼 =  𝐷𝐷𝑗𝑗𝐼𝐼𝐼𝐼 

11 end for 
12 Return 𝐷𝐷 

𝐼𝐼𝐼𝐼 
 

3.2.2  Level 2 Transformation:  
 
A second-level transformation is adopted in order to transform the meta-data into a form 
appropriate for ensemble-based meta-learning. On each Tier-1 dataset, ML-KNN learning 
calculates the probability 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖,𝑗𝑗  of each label 𝑦𝑦𝑖𝑖,𝑗𝑗 ∈ 𝑌𝑌𝑖𝑖  for every instance 𝑀𝑀𝑖𝑖 ∈  𝑀𝑀. Hence 
for 𝑦𝑦𝑖𝑖,𝑗𝑗  7 probability values were generated using 7 Level-1 datasets. For each label i.e., for 
each candidate algorithm, we created a new Level-2 dataset  𝐷𝐷𝐼𝐼𝐼𝐼. These seven probabilities are 
used as independent variables in the construction of each instance in  𝐷𝐷𝐼𝐼𝐼𝐼, with the value of 
𝑦𝑦𝑖𝑖,𝑗𝑗 ∈ 𝑌𝑌𝑖𝑖 serving as the class label. This permits the generation of q Level-2 datasets for q labels, 
with n instances per dataset. 

The pseudocode for 𝐷𝐷𝐼𝐼𝐼𝐼 dataset creation is given in Procedure 1. It takes as input, the meta-
dataset denoted by E, along with and level-1 datasets denoted by 𝐷𝐷𝐼𝐼. The first step is to apply 
ML-KNN to all level-1 datasets, which is done in lines 1 through 7. This will yield the 
probabilities for every label 𝑌𝑌𝑖𝑖,𝑗𝑗 in the target 𝑌𝑌𝑖𝑖. The level-2 dataset is then constructed one at 
a time for each label, beginning at line 9 and continuing until line 16. The 𝑖𝑖𝑡𝑡ℎ instance 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 
in 𝐷𝐷𝐼𝐼𝐼𝐼 as indicated in line 12, takes probability values learnt by ML-KNN for label 𝑦𝑦𝑖𝑖,𝑗𝑗 ∈ 𝑌𝑌𝑖𝑖 
on the 7 level-1 datasets.  Accordingly, line 17 delivers the Tier-2 dataset 𝐷𝐷𝐼𝐼𝐼𝐼. 

 In order to assist in further understanding of the generation of 𝐷𝐷𝐼𝐼𝐼𝐼 dataset, we present a 
simple illustration overview in the following figure.  In Fig. 2, E represents meta-data, 
containing the three types of dataset characterization measures i.e., 𝐷𝐷𝐷𝐷𝐷𝐷1,𝐷𝐷𝐶𝐶𝐶𝐶2,𝐷𝐷𝐶𝐶𝐶𝐶3 and 
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the corresponding meta-targets Y, extracted from the problem set P. In order to generate the 
level-1 dataset 𝐷𝐷𝐼𝐼, the three types of data characterization measures are combined in various 
combinations along with the meta-target labels 𝑌𝑌.  

 
Regarding the level-2 dataset transformation, there are 𝑞𝑞 single label datasets in 𝐷𝐷𝐼𝐼𝐼𝐼. Each 

instance in dataset 𝐷𝐷𝐼𝐼𝐼𝐼𝑗𝑗 has the probability values 𝑃𝑃𝑃𝑃𝑃𝑃𝑏𝑏𝑖𝑖,𝑗𝑗,𝑘𝑘  as a single label. ML-KNN is 
trained on 𝐷𝐷𝑘𝑘𝑖𝑖  to estimate the probability that the jth label corresponds to the ith occurrence in 
E. 

As stated earlier, the single-label Tier-2 datasets are created through the two-layer 
transformation. Using Tier-2 datasets, it is now possible to construct binary classification 
models. We used AdaBoost to create q binary classification models for the q labels, employing 
C4.5 as the basis classifier. We use CFS with BestFirst search technique for Tier-2 datasets to 
increase the generalization ability of binary models.  

3.3 Recommendation 
The process of recommending a subset of appropriate FSS algorithms for any new dataset 

𝑃𝑃𝑛𝑛𝑛𝑛𝑤𝑤  involves performing the steps listed here. 1. The first step is to extract the three types of 
DCMs from the dataset. 2. Using the Choose function, produce the seven sets of possible 
combinations from the four types of DCMs. 3. Using ML-KNN learning, calculate the 7 
probability values for every set of DCMs generated in previous step. 4. After being provided 
with the probability values, every of the q meta models will return a binary classification result, 
indicating whether the each of the candidate FSS is appropriate for 𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛 or not. 5. Finally, 
recommend the set of appropriate algorithms, predicted to be appropriate for 𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛 according 
to the prediction in the previous step.  

 
 
 
 

Fig. 2. Level 2 Transformation 
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4. Experimental Setup and Results 
 

In this section, we briefly present the experimental setup and performance evaluation 
comparision of the proposed method with baseline methods. The exact experimental setup is 
provided in the github repository3.  

 
4.1 Meta-Data Collection 

4.1.1  DCMs and Datasets 
Adhering to the current practices of algorithm recommendation and in accordance to the 

guidelines of [5] in meta-learning we have included 125 standard classification problems. 
Details regarding the datasets i.e., number of instances, features and classes are provided in 
the GitHub repository3. The DCMs are extracted in a standard and unified way thorugh the 
standard R library built upon ECoL1 framework for complexity measures [27], and for the 
remaining group of DCMs we have used the standard R library built upon MFE2 framework 
[37]. These DCMs has already demonstrated success in meta-learning with regard to the 
selection of various processing methods, for instance FSS algorithms [32] [13][11] [31], noise 
filters [8] and imbalance handling  methods [29], [30]. For the sake of reproducability of our 
experiments we have provided all the relevant details on github library3. 

4.1.2  Candidate Algorithms 
The candidate FSS algorithms are shown in Table 4. A Consistency-Based Filter, often known 
as CBF, is one that looks for a small feature subset that is highly consistent with the class. The 
objective of correlation-based feature selection, often known as CFS, is to identify a subset of 
features that have a high correlation to the class while having a low correlation amongst 
features. Concerning Rank Search, it utilizes a feature evaluator, such as the gain ratio and 
ranks all the features. Once a feature evaluator has been chosen, a rating list is constructed 
using a forward selection search. Info-Gain calculates an estimate of the information gain, 
based on entropy, for each individual feature. Within a sample of examples, Relief-F rewards 
features that accounts for differentiating instances from other classes. Sequential forward  
subset that yields the greatest value of the objective function. search (SFS) begins with an 
empty set and iteratively adds the feature to the current feature 

Moreover, as discussed previously, the accuracy of FSS algorithm on a classification task 
cannot be directly calculated and classification algorithms are necessary to evaluate its 
performance. However, the inherent bias of a classifier may favor a certain FSS algorithm 
some datasets [11]. Therefore, for the sake of generalization and fair comparison, we have 
employed five standard classifiers which are KNN, PART, J48, Navie Bayes and Bayes 
Network. The results presented in this section are based on the average of the FSS algorithms 
on these five classifiers. In addition, we have used 10 × 10 fold-cross-validation for the 
performance estimation of all FSS algorithms induced by each classifier on all datasets at 
meta-level. For the implementation of all the candidate FSS algoithms and base classifiers, the 
open source java based WEKA was used with their default parameters [38]. 
 1https://cran.r-project.org/web/packages/ECoL,2hhttps://cran.r-project.org/web/packages/mfe, 
3https://github.com/iyousafzai1/AutoFe-Sel  

 
 

https://cran.r-project.org/web/packages/ECoL
https://github.com/rivolli/mfe
https://github.com/iyousafzai1/AutoFe-Sel
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Table 4. Candidate FSS Algorithms 
Evaluation   

Strategy CBF 
 

CFS 
Rank 
Search Info Gain Relief-F SFS 

Consistency        
Dependency        
Information        
Distance        

 

4.2 Evaluation Metrics 
In order to evaluate the propose method and compare it with other baseline methods, we 

have adopted standard metrics from literature that are frequently used in earlier meta-learning 
studies for evaluation of algorithm selection systems e.g., in [5], [18], [39]. According to 
literature, accuracy, precision, recall, F-measure and Hit-Ratio can be defined as follows. 
Accuracy (𝐴𝐴) : Accuracy is defined for each instance as the proportion of predicted accurate 
labels to total number of labels (predicted and actual) for that instance. The overall accuracy 
is the mean of all instances. 

 Accuracy, 𝐴𝐴 =
1
𝑛𝑛�

|𝑌𝑌𝑖𝑖 ∩ 𝑍𝑍𝑖𝑖|
|𝑌𝑌𝑖𝑖 ∪ 𝑍𝑍𝑖𝑖|

𝑛𝑛

𝑖𝑖=1

 

 

(8) 
 

Precision (𝑷𝑷) : Averaging over all cases, precision is the ratio of correctly predicted labels 
to all actual labels. 

Precision, 𝑃𝑃 =
1
𝑛𝑛
�

|𝑌𝑌𝑖𝑖 ∩ 𝑍𝑍𝑖𝑖|
|𝑍𝑍𝑖𝑖|

𝑛𝑛

𝑖𝑖=1

   (9) 
 

  
Recall (R): Recall is defined as the ratio of correctly predicted labels to the actual correct labels. 

 Recall, 𝑅𝑅 =
1
𝑛𝑛
�

|𝑌𝑌𝑖𝑖 ∩ 𝑍𝑍𝑖𝑖|
|𝑌𝑌𝑖𝑖|

𝑛𝑛

𝑖𝑖=1

 (10) 
 

  
𝑭𝑭1 -Measure (F): The following definition for F 1-measure follows logically from the 

definition for accuracy and recall (harmonic mean of precision and recall). 
Hit rate represents the probability the for any instance, the set of predicted appropriate 

algorithms contains at least one correctly predicted algorithm i.e. if 𝑍𝑍𝑖𝑖 ∩ 𝑌𝑌𝑖𝑖 ≠ ∅ then its value 
is 1 otherwise it is 0. Like the rest of the metrics, its result is also the mean of all the instances.  

HR(di)& =   �1,  if Zi ∩ Yi ≠ ∅
0,  Else  (11) 
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4.3 Results and Discussion 
In this part, we provide the outcomes of the experiments conducted, which included an 

evaluation of the proposed approach with other baseline methods, sensitivity analysis of the 
parameters, and statistical analysis of the variations of these methods. Given the scope of 
previous AutoML works and the presence of numerous competing solutions, we compared the 
performance of our proposed method for FSS algorithm selection to three cutting-edge 
baseline AutoML methods. The baseline methods are the MCFA Framework [13], IBL 
Ranking [11], and Fuzzy-Sim [16]. 

First, we present results of the Accuracy, Hit-Ratio and F-measure. In computing these 
metrics, the Leave-one-out cross validation approach is employed,, i.e., the learning process 
is applied once per instance, with all other instances serving as a training set and the selected 
instance serving as a single-item test set. Fig. 3 shows the accuracy of the proposed and 
baseline methods.  

 

The horizental axis shows the variations in each of the methods under different values of  
𝛼𝛼 and 𝛽𝛽 in the EARR metric. The three different outcomes on the horizental axis correspond 
to the results obtained with the variations in the EARR metric, i.e., EARR = 0, EARR = 0.05, 
and EARR = 0.1.  

 
Fig. 3. Accuracy 
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Under various configurations of the EARR measure, the AutoFE-Sel outperforms the 
baseline approaches in terms of accuracy. Typically, when the EARR value increases, the 
accuracy decreases marginally. This is due to the fact that a high EARR value favors FSS 
algorithms with low computing cost that choose fewer features. Subsequently, fewer candidate 
algorithms become suitable for a given problem, which affects the overall accuracy. Among 
the three baseline methods, the accuracy of IBL-Ranking is higher than that of MCFA and 
Fuzzy-Sim. Even though, the definition of accuracy metric in equation 3 is a much stricker 
condition as it penalize the metrics by each false positive or false negative selection, still the 
proposed method is able to achieve high accuracy compared to other baseline methods. 

The results of the Hit-Ratio metric are shown in Fig. 4. Hit-Ratio corresponds to the 
average probability that, for any dataset 𝑑𝑑𝑖𝑖, the set of selected algorithms 𝑍𝑍𝑖𝑖 contains at least 
one algorithm from meta-target 𝑌𝑌𝑖𝑖 . Heigher Hit-Ratio indicate better performance of the 
system. For the three variations of the EARR metric, the AutoFE-Sel method performs better 
than the baseline methods. The lowest Hit-Ratio metric value of AutoFE-Sel is greater than 
92%, while the heiger value is around 95%. Among the baseline methods the performance of 
MCFA is the lowest, while IBL-Ranking has comparable efficacy on the Hit-Ratio to the 
AutoFE-Sel. The Hit-Ratio metric in algorithm selection literature is usually considered a 
loose metric and is used to indicate the feasibility and practicability of a method in real a 
environment. Generally, the majority of the baseline methods in various domains for algorithm 
selection performs better on Hit-Ratio compared to other metrics. The same pattern regarding 
the concerned metric is also observed in the current work of the evaluation in the proposed 
and baseline methods. 

 

 
Fig. 4. Hit Ratio 
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Fig. 5. F-measure 

 
Regarding recall and accuracy, the goal is to enhance Recall without compromising 

Precision. However, Recall and Precision frequently contradict one another. This is due to the 
fact that a rise in the number |𝑌𝑌𝑌𝑌 ∩  𝑍𝑍𝑍𝑍 | (increasing Recall) results in an increase in the number 
|𝑍𝑍𝑍𝑍|, hence decreasing precision. For the purpose of analyzing the performance of these two 
measures simultaneously, F-measure is utilized, which offers a balance between Precision and 
Recall. As shown in equation 11, F-measure is the harmonic mean of precision and recall; high 
true positive and high true negative values are required for good performance. The higher 
value of F-measure corresponds to better recommendaitons of algorithms for a given problem. 
Results on the F-measure are shown in Fig. 5, which shows that the AutoFE-Sel has a higher 
F-measure than the baseline methods for various values of EARR. It is important to notice that 
the difference in performance between AutoFE-Sel and the baseline approaches in terms of 
accuracy and F-measure is significantly larger than the performance gap in terms of Hit-Ratio. 

To confirm the difference and advantage of AutoFe-Sel, we conduct statistical analysis 
utilising the Wilcoxon signed-rank test, which compares two or more methods on several 
problems. Table 5 displays the findings of the statistical analysis at a significance level of 0.05. 
For the comparison of the AutoFE-Sel method with each of the basleine methods, the null 
hypothesis is that the AutoFE-Sel method is statistically equivalent to or worse than the 
baseline method while the alternative hypothesis is that the AutoFE-Sel method is statistically 
superior to the baseline methods. The alternative hypothesis is accepted if the p-value of the 
test result is less than 0.05. The null hypothesis is accepted otherwise. With regard to IBL-
Ranking, it can be observed from Table 5 that the p-values for the alternative hypothesis on 
accuracy and F-measures are lower than 0.05, hence the alternative hypothesis is accepted. It 
means that the difference is statistically significant and AutoFE-Sel performs better. However, 
the P values on Hit-Ratio metric are comparitevely heigher than the other metrics, as described 
earlier that Hit-Ratio is a loose matrix and generally all the method shows good performance 
on it. With regard to MCFA and Fuzzy-Sim based methods, results of the P values in the table 
shows that AutoFE-Sel performs better. Overall the results from all the metrics and statistical 
analysis show that AutoFE-Sel does improve the performance of algorithm selection on the 
given metrics.  
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Table 5. Statistical significance test 

 
 

5. Conclusion 
 

In this paper, we present the AutoFE-Sel architecture for the selection of FSS algorithms. 
The AutoFE-Sel is based on stacking an framework [18]. It has two key advantages. (1) It 
improves the meta-modeling by combining multiple ML-KNN weak learners; (2) It takes 
advantage of the diversity of the existing complementary groups of DCM by generating their 
various alternative combinations, subsequently leveraging the performance of the system. The 
AutoFE-Sel framework is comprised of three phases: (i) collection of meta-data, including 
meta-target estimation and extraction of DCMs (ii) meta-model construction (iii) using the 
learned meta-model for selection of adequate subset of candidate algorithms for any given 
problem. In order to evaluate the performance of the proposed method, it is compared with 
three other baseline methods in a large experimental setup consisting of 125 datasets and 12 
FSS induced by five classifiers. The experimental findings demonstrate that AutoFE-Sel 
outperforms the three baseline methods. Our research adds to the body of knowledge in the 
field of algorithm selection by empirically demonstrating that imitating the selection of FSS 
methods in a meta-learning setup based on ensemble learning, consequently enhancing the 
performance of algorithm selection systems. Moreover, the framework is easily extendable 
with regard to its components. This study lays the groundwork for developing more robust 
implementations of ensemble based methods for algorithm selection. In future we are planning 
to investigate the recommendation of other preprocessing methods like noise filter selection 
in the proposed ensemble based meta-learning setup.  
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