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Abstract 
Scheduling algorithms plays a significant role in optimizing the 
CPU in operating system. Each scheduling algorithms schedules 
the processes in the ready queue with its own algorithm design and 
its properties.  In this paper, the performance analysis of First 
come First serve scheduling, Non preemptive scheduling, 
Preemptive scheduling, Shortest Job scheduling and Round Robin 
algorithm has been discussed with an example and  the results has 
been analyzed with the performance parameters such as minimum 
waiting time, minimum turnaround time and Response time. 
Keywords: 
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1. Introduction 
 

Operating system [3] schedules the pool of 
processes[7] to execute in processor from ready to run state 
based upon the arrival time, priority and the time quantum. 
Few scheduling algorithms such as First come first Serve 
(FCFS) scheduling, Preemptive priority scheduling, Non-
Preemptive priority scheduling, Shortest Job First (SJF) 
Scheduling and Round Robin [2] scheduling (RR) which 
executes the processes using various parameters like arrival 
time, priority and time quantum. Each process must transit 
different states during execution such as new, ready, run and 
termination. The execution of a process may not be 
completed for two reasons. First one, if a process requires 
an I/O request [1] and the other one, the time quantum 
expires. This quantum property makes a way to other 
processes in the queue with a distributed chance. Figure 1 
represents the classical machine with time quantum to speed 
up the CPU tasks effectively 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 1: Classical CPU with Scheduling Algorithms 
 

Whenever the time slice expires, the executing process 
will be moved out and the next process will be dispatched 
by the short-term scheduler to the processor for execution. 
This quantum process will speed up the response time of 
each process for a successful completion.    

Materials and methods 

First Come First Serve Scheduling 

In this scheduling, the process come first in the ready 
queue will be moved to execution which is also known as 
Batch processing. The response time of each process 
depends on the arrival time and completion time of the 
process arrived earlier. In FCFS scheduling, the processes 
are non – preemptive. In non-preemption, the process 
cannot be forcibly stopped, and it can be stopped only 
voluntarily once its completed the task.  

In the below example,  
 Process no (P.N0) – Process ID., ms - milliseconds 
 Arrival time (AT) – The time of the process arrived 
at the ready queue  
 Burst Time (BT) – The time required for the 
process to execute 
 Completion time (CT) – The time required for the 
process to complete 
 Turnaround time (TAT) – The difference between 
the completion time and arrival time 
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Waiting time (WT) – The difference between the Turnaround time and burst time 
 

P NO AT(ms) BT(ms) CT(ms) TAT(ms) WT(ms) RT(ms) 

P1 0 4 4 4 0 0 

P2 1 3 7 6 3 3 

P3 2 1 8 6 5 5 

P4 3 2 10 7 5 5 

P5 4 5 15 11 6 6 
 

Table 1: First come first serve Scheduling 
 

P1 p2 p3 p4 p5   

0 4 7 8 10 15 
 

Figure2: Gantt chart of FCFS 

 
From the Gantt chart, it is observed that the response time 
of each process in first come first serve scheduling is little 
higher. The average turnaround time and the waiting time 
are 6.8 and 3.8 respectively. 
The average response time is 5.8 ms. 
 
Non - Preemptive Priority scheduling 

In preemptive priority scheduling, a process cannot be 
forcibly swapped with the new process. The process will be 
executed in the CPU based on the priority 

In the below example,  

 Process no (P.N0) – Process ID., ms - milliseconds 
 Arrival time (AT) – The time of the process arrived 
at the ready queue  
 Burst Time (BT) – The time required for the 
process to execute 
 Completion time (CT) – The time required for the 
process to complete 
 Turnaround time (TAT) – The difference between 
the completion time and arrival time 
 

 
 Waiting time (WT) – The difference between the Turnaround time and burst time 
 

P NO AT(ms) Priority BT(ms) CT(ms) TAT(ms) WT(ms) RT(ms) 

P1 0 (l)2 4 4 4 0 0 

P2 1 4 3 15 14 11 11 

P3 2 6 1 12 10 9 9 

P4 3 10 2 6 3 1 1 

P5 4 8(h) 5 11 7 2 2 
 

Table 2: Preemptive Scheduling 
 

 

P1 P4 P5 P3 P2   

0 4 6 11 12 15 
 

Figure3: Gantt chart of Non-Preemptive Scheduling 
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The average turnaround time and the waiting time are 7.6ms 
and 4. 6 ms respectively. The average response time of each 
process is 4.6 ms which is much higher than preemptive 
priority scheduling 

 

Preemptive Priority scheduling 

In preemptive priority scheduling, a process can be 
forcibly swapped with the new process based upon the 
priority even though the process has not completed its 
execution.   

In the below example,  
 Process no (P.N0) – Process ID., ms - milliseconds 
 Arrival time (AT) – The time of the process arrived 
at the ready queue  
 Burst Time (BT) – The time required for the 
process to execute 
 Completion time (CT) – The time required for the 
process to complete 
 Turnaround time (TAT) – The difference between 
the completion time and arrival time 
  
 

 
Waiting time (WT) – The difference between the Turnaround time and burst time 
 

P NO AT(ms) Priority BT(ms) CT(ms) TAT(ms) WT(ms) RT(ms)  

P1 0 (l)2 4 15 15 11 0 

P2 1 4 3 12 11 8 0 

P3 2 6 1 3 1 0 0 

P4 3 10 2 5 2 0 0 

P5 4 8(h) 5 10 6 1 1 
Table 4: Non - Preemptive Scheduling 

 
 

P1 P2 P3 P4 P5 P2 P1   

0 1 2 3 5 10 12 15 
Figure5: Gantt chart of FCFS 

 
 

From the Gantt chart, it is observed that the response 
time of each process in Preemptive priority scheduling is 
little lesser than the First come first serve scheduling and 
Non preemptive scheduling. The average turnaround time 
and the waiting time are 7 and 4respectively.The average 
response time of each process is 0.2 ms only 

Shortest Job First (SJF Scheduling) 

In Shortest job first[4], a process with the shortest 
execution time will be executed first.  

In the below example,  

 Process no (P.N0) – Process ID., ms - milliseconds 
 Arrival time (AT) – The time of the process arrived 
at the ready queue  
 Burst Time (BT) – The time required for the 
process to execute 
 Completion time (CT) – The time required for the 
process to complete 
 Turnaround time (TAT) – The difference between 
the completion time and arrival time 
  
 

 
Waiting time (WT) – The difference between the Turnaround time and burst time 
 

P NO AT(ms) BT(ms) CT(ms) TAT(ms) WT(ms) RT(ms) 

P1 0 4 4 4 0 0 

P2 1 3 15 14 11 6 

P3 2 1 12 10 9 2 
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P4 3 2 6 3 1 2 

P5 4 5 11 7 2 6 
Table 4: SJF Scheduling 

 
 

P1 P4 P5 P3 P2   

0 4 6 11 12 15 
 

Figure 6: Gantt chart of SJF Scheduling 

 
 

From the Gantt chart, it is observed that the response 
time of each process in SJF scheduling is effective than the 
other scheduling algorithms. The average turnaround time 
and the waiting time are 6.2 ms and 3.2 ms respectively. The 
average response time of each process is 3.2 ms respectively.  

Round Robin Scheduling (RR Scheduling) 

In Round Robin scheduling[9][10], each process is 
preemptive which refers to multitasking[5]. If a process has 
been forcibly stopped from execution and dispatch the other 
process due to time quantum expires, then the concept is 
known as Multi-tasking.   
In the below example,  
 P No – Process number,  
 Arrival time (AT) – The time of the process arrived 
at the ready queue  

 Burst Time (BT) – The time required for the 
process to execute 
 Completion time (CT) – The time required for the 
process to complete 
 Turnaround time (TAT) – The difference between 
the completion time and arrival time 
 Waiting time (WT) – The difference between the 
Turnaround time and burst time 
 

In this algorithm, each process will be executed till a 
time quantum expires and shift the next queuing process to 
the execution. The process which was forcibly stopped will 
be moved to the queue for the next chance, this process will 
continue, till the completion of each process.  
 

 
 
 
 
 

 
Figure 7: Scheduling with Time Quantum 

 
In the following example with time quantum = 2 units, we 
have shown how the process executed with time quantum[6] 
of 2 units. If the time quantum is less than two units, it will 
be completely executed or else it swaps the next process and 
moves the preemptive process in queue for the next cycle.  

Initially, P1 arrives and the CPU schedules P1 for 2 units. 
Process P2 and P3 arrive during the execution of process P1, 
till the time quantum completes. Now the process P1 will 
be stopped from execution and moved to the ready queue 
and process P2 will be dispatched to the processor.  
 

 

Time Quantum = 2 

P NO AT(ms) BT(ms) CT(ms) TAT(ms) WT(ms) RT(ms) 

P1 0 4 7 7 3 0 

P2 1 3 12 11 8 1 

P3 2 1 5 3 2 2 

P4 3 2 9 6 4 4 

P5 4 5 15 11 6 5 
Table 5: Round Robin Algorithm 
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The Gantt chart for the above example as follows 

P1 P2 P3 P1 P4 P5 P2 P5 P5   

0 2 4 5 7 9 11 12 14 15 
 

Figure 8: Gantt Chart of RR algorithm 

 
This time quantum continues till the execution of all process 
in the pool of ready queue.  The average Turnaround time 
of each process is 7.6 ms and the average waiting time of 
each process is 4.6 ms.  

Results and discussion 

In figure 9, the performance analysis of First come 
First serve scheduling, non-preemptive scheduling, 
Preemptive scheduling, Shortest Job scheduling and Round 
Robin algorithm has been analyzed from an example the 

performance parameters such as minimum waiting time, 
minimum turnaround time and Response time. It is 
observed that, Premptive priority algorithm has the 
minimum response time for the processes as the process 
with the highest priority will be responded immediately. 
The SJF scheduling algorithm has the minimum waiting 
time as the process with the shortest job will be executed 
first in CPU.  The SJF has the minimum turnaround time 
compared to all the algorithm as shown in the figure 9.  

 

 

Scheduling 
Algorithms 

Avg. TAT 
(in ms) 

Avg. WT 
(in ms) 

Avg. RT 
(in ms) 

FCFS 6.8 3.8 3.8 

NP - Priority 7 4 0.2 

P - Priority 7.6 4.6 4.6 

SJF 6.2 3.2 3.2 

RR 7.6 4.6 2.4 
Table 6: Performance measures 

 

 
 

Figure 9. Performance measures of Scheduling Algorithms 
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Conclusions 

In this paper, the performance analysis of First 
come First serve scheduling, Non preemptive scheduling, 
Preemptive scheduling, Shortest Job scheduling and Round 
Robin algorithm has been discussed with an example and  
the results has been analyzed with the performance 
parameters such as minimum waiting time, minimum 
turnaround time and Response time. 
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