
I. INTRODUCTION

Credit card companies are looking for 

more people to use their services. A 

recommendation system is a simple way 

that their customers actively use their 

cards. As the variety and number of 

merchants selected by customers are 

growing dramatically, an important 

challenge is to provide customers with 

personalized recommendations for 

selecting merchants based on their 

preferences and needs. A similar 

challenge exists in the next item 

recommendation. For the next item 

recommendation, deep learning models 

have demonstrated the potential to learn 

more complex user-item interactions 

from training data[1,4-6,8,10-11,14]. 

GRU4Rec [6] used the GRU-based 

RNN for session-based 

recommendations. The recommender 

systems get to know the user, then 

recommend the specific next item 

under a transactional context by 

analyzing intra-transaction 

dependencies[14]. Several works are 

using max pooling or average pooling 

techniques to generate the latent 

vector representations of the subset of 

items[7,8]. While using max pooling 

and average pooling techniques, some 

information about the interactions of 

items may be lost. To overcome this 

disadvantage, the Attention-based 

Transactional context Embedding 

Model (ATEM) [14] uses an attention 

mechanism instead of pooling 

operations because of the relevance 

and transition between items in a 
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transactional context. However, ATEM 

only uses item characteristics to learn 

transactional context vectors. In this 

paper, we first propose a novel model 

for the next merchant recommendation 

in credit card companies. The 

proposed model can produce a more 

efficient representation of customers 

for the next merchant recommendation. 

Customer similarity is important for 

the representation of the customer. We 

use a Euclidean distance of embedding 

vectors to measure customer 

similarity. Consequently, the learned 

transactional context vector is more 

efficient because it uses both customer 

and merchant characteristics. We use 

next-item recommendation models as 

benchmarks. The main contributions of 

this work are as follows. 

• We introduce the next 

merchant recommendation 

model for credit card 

companies. 

• The proposed model can 

produce a more efficient 

representation of customers 

with a joint probability and a 

regularization term of the loss 

function. 

• Transactional context vectors, 

based on both customer and 

merchant characteristics, are 

more efficient than ATEM ones. 

• We empirically show that our 

proposed model outperforms 

other benchmark models. 

 

II. RELATED WORK 

The YouTube recommender system 

[8] is comprised of two neural 

networks, candidate generation, and 

ranking. The candidate generation 

network retrieves a small subset of 

videos from the enormous YouTube 

corpus as a multi-class classification 

problem, with the user’s activity 

history as input. The ranking network 

retrieves a few hundred videos from 

the outputs of the candidate generation 

network using external features 

describing the video and user. This 

system is one of the most successful 

applications in recommender systems. 

However, using a simple average 

pooling technique for a context is 

insufficient to predict the next item.  

ATEM [14] showed the importance of 

the next item recommendation that 

could be misdirected by irrelevant 

items in a transactional context. For 

example[14], let {milk, apple, orange, 

bread} be a transaction. We want to 

predict the next item {bread} given the 

transactional context {milk, apple, 

orange}. If we assume that all items in 

the transactional context play the same 

role, then the predicted next item is not 

bread, but might be a vegetable due to 

the nearest contextual items. To 

address this problem, ATEM uses an 

attention layer to weigh the items in a 

transactional context instead of using 

average pooling or max pooling 

techniques. ATEM is not a 

personalized model. There are several 

personalized recommendation models 

such as [8,11,12] using both user and 

item embedding vectors. Customer 

characteristics should also be 

considered to learn more useful 

transactional context vectors. To do 
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this, we propose a customer-based 

recommendation model (CRM). 

Lately, recommender systems have 

adopted recurrent neural networks 

(RNNs) [6,7,10] and transformer-

based models [14,15] to capture the 

temporal dependencies for users and 

items. Long short-term memory 

(LSTM) is a more general and 

successful case for certain recurrent 

architectures that can be learned from 

classifying and predicting time series 

with time delays. One of the popular 

recommendation models, GRU4Rec[6] 

used the GRU-based RNN[3] for 

session-based recommendations. 
 

III. PROPOSED METHOD 

Our goal is to develop a model that 

predicts the next merchant of the 

customer based on their historical 

activities. Assume that we have sets of 

merchants and customers, denoted by 

𝑀𝑀  and 𝐶𝐶 , respectively. The whole 

merchant set, 𝑀𝑀 = {𝑚𝑚1,𝑚𝑚2, … ,𝑚𝑚𝑛𝑛}, has 

𝑛𝑛 merchants, and the whole customer 

set, 𝐶𝐶 = {𝑐𝑐1, 𝑐𝑐2, … , 𝑐𝑐𝑟𝑟}, has 𝑟𝑟  customers. 

Let 𝑇𝑇 = �𝑡𝑡1, 𝑡𝑡2, … , 𝑡𝑡|𝑇𝑇|�  be the 

transactional context set. |𝑇𝑇|  denotes 

the number of transactional contexts. 

Each transactional context consists of 

a subset of the merchants, 𝑡𝑡 =
{𝑚𝑚1,𝑚𝑚2, … ,𝑚𝑚𝑘𝑘−1}  containing 𝑘𝑘 − 1 

merchants. We aim to predict the next 

merchant 𝑚𝑚𝑘𝑘. 

The proposed model, CRM, is trained 

to learn the joint probability of 

merchant 𝑚𝑚𝑘𝑘  and customer 𝑐𝑐𝑗𝑗  given a 

transactional context 𝑡𝑡. 

𝑃𝑃𝑃𝑃�𝑚𝑚𝑘𝑘 , 𝑐𝑐𝑗𝑗|𝑡𝑡� = 𝑃𝑃𝑃𝑃�𝑚𝑚𝑘𝑘|𝑐𝑐𝑗𝑗, 𝑡𝑡� ∙ 𝑃𝑃𝑃𝑃�𝑐𝑐𝑗𝑗|𝑡𝑡�     (1) 

We use two conditional probabilities, 

𝑃𝑃𝑃𝑃�𝑚𝑚𝑘𝑘|𝑐𝑐𝑗𝑗, 𝑡𝑡�  and 𝑃𝑃𝑃𝑃�𝑐𝑐𝑗𝑗|𝑡𝑡� . The network 

learned by conditional probability 

𝑃𝑃𝑃𝑃�𝑚𝑚𝑘𝑘|𝑐𝑐𝑗𝑗, 𝑡𝑡� is called Merchant and the 

second one is called Customer. Using 

the Customer network, we can produce 

a more efficient representation of the 

customer than only using an 

embedding layer. In other words, with 

the help of the Customer network, we 

can obtain customer representations 

that contain more detailed information 

about their purchases. 

 
Fig.  1. The general framework of CRM 

 

The general framework of CRM is 

illustrated in Figure 1. We will 

empirically show that the proposed 

model is more effective for the next 

merchant recommendation. The 

Softmax layer is used for computing 

the probabilities of the next merchant, 

𝑃𝑃𝑃𝑃�𝑚𝑚𝑘𝑘|𝑐𝑐𝑗𝑗, 𝑡𝑡� and the customer, 𝑃𝑃𝑃𝑃�𝑐𝑐𝑗𝑗|𝑡𝑡�. 
The attention layer [13] is used to 

obtain the embedding vector of the 

transactional context, 𝑡𝑡.  
The Customer network is constructed 

to estimate a conditional probability 
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distribution 𝑃𝑃𝑃𝑃�𝑐𝑐𝑗𝑗|𝑡𝑡� . We use an 

embedding layer to map the one-hot 

encoding of the merchant into a real-

valued embedding vector 

[10,11,13,14]. 

𝐪𝐪𝑠𝑠 = 𝑄𝑄 ∙ 𝐥𝐥𝑠𝑠                                (2) 

where 𝐥𝐥𝑠𝑠 ∈ ℝ𝑛𝑛 is the one-hot encoding 

of merchant 𝑚𝑚𝑠𝑠 ; 𝐪𝐪𝑠𝑠 ∈ ℝ𝑑𝑑  and 𝑄𝑄 ∈ ℝ𝑑𝑑×𝑛𝑛 

are the embedding vector of the 

merchant 𝑚𝑚𝑠𝑠  and the latent factor 

matrix that maps the one-hot 

encodings of the merchant into the 

real-valued embedding vectors, 

respectively. 

We obtain the embedding vector of 

the transactional context using the 

Attention layer [10]. 

𝐯𝐯𝑡𝑡 = � 𝛼𝛼𝑠𝑠𝑠𝑠𝐪𝐪𝑠𝑠
𝑚𝑚𝑠𝑠∈𝑡𝑡

       

 s. t.   � 𝛼𝛼𝑠𝑠𝑠𝑠
𝑚𝑚𝑠𝑠∈𝑡𝑡

= 1                    (3) 

where 𝐯𝐯𝑡𝑡 ∈ ℝ𝑑𝑑  and 𝛼𝛼𝑠𝑠𝑠𝑠  are the 

embedding vector of transactional 

context 𝑡𝑡 and the integration weight of 

the merchant 𝑚𝑚𝑠𝑠 in the context about 

target merchant 𝑚𝑚𝑘𝑘, respectively. The 

output layer formulation is given as 

Equation 4. 

𝐲𝐲�𝑐𝑐 = 𝑓𝑓�𝑋𝑋 ∙ 𝑓𝑓(𝑈𝑈 ∙ 𝐯𝐯𝑡𝑡 + 𝐛𝐛𝑐𝑐)�           (4) 

where 𝑋𝑋 ∈ ℝ𝑟𝑟×ℎ  and 𝑈𝑈 ∈ ℝℎ×𝑑𝑑  are the 

customer embedding and hidden layer 

weight matrices, respectively; and 𝐛𝐛𝑐𝑐 ∈
ℝℎ denotes the bias vector; and 𝑓𝑓 and 

𝐲𝐲�𝑐𝑐 ∈ ℝ𝑟𝑟 are an activation function and a 

score vector of the customers, 

respectively. It is called Customer 

network because of estimating the 

conditional probability of a customer. 

The Merchant network is constructed 

as a probabilistic classifier, which is 

learned to predict a probability 

distribution 𝑃𝑃𝑃𝑃�𝑚𝑚𝑘𝑘|𝑐𝑐𝑗𝑗, 𝑡𝑡�. This network 

input is the concatenated vector of the 

customer and transactional context.  

We use an embedding layer to map 

the one-hot encoding of the customer, 

𝐞𝐞𝑗𝑗 , into a real-valued embedding 

vector, 𝐱𝐱𝑗𝑗. 
The transactional context and 

customer embedding vectors, 𝐯𝐯𝑡𝑡 and 𝐱𝐱𝑗𝑗, 
are shared with the Customer network. 

The formulation of the output layer 

Merchant network is given as follows: 

𝐲𝐲�𝑚𝑚 = 𝑓𝑓 �𝑊𝑊 ∙ �
𝐯𝐯𝑡𝑡
𝐱𝐱𝑗𝑗�+ 𝐛𝐛𝑚𝑚�               (5) 

where  𝐲𝐲�𝑚𝑚 ∈ ℝ𝑛𝑛 is a score vector of the 

merchants; 𝑊𝑊 ∈ ℝ𝑛𝑛×(ℎ+𝑑𝑑)  and 𝐛𝐛𝑚𝑚 ∈ ℝ𝑛𝑛 

are output layer weight matrix and bias 

vector, respectively.  

For customer 𝑐𝑐𝑗𝑗  and transactional 

context 𝑡𝑡, we define the probability of 

the next merchant 𝑚𝑚𝑘𝑘 by the following 

Softmax function. 

𝑝̂𝑝1�𝑚𝑚𝑘𝑘|𝑐𝑐𝑗𝑗, 𝑡𝑡� =
exp(𝐰𝐰𝑘𝑘 ∙ 𝐳𝐳)

∑ exp�𝐰𝐰𝑗𝑗 ∙ 𝐳𝐳�𝑛𝑛
𝑗𝑗=1

           (6) 

where 𝐰𝐰𝑘𝑘 ∈ ℝℎ+𝑑𝑑  is the 𝑘𝑘𝑡𝑡ℎ  row vector 

of the output weight matrix 𝑊𝑊 and 𝐳𝐳 ∈
ℝℎ+𝑑𝑑  is a concatenated vector of 

transactional context and customer 

embedding. We also define the 

probability of customer 𝑐𝑐𝑗𝑗  by the 

Softmax function. CRM chooses a 

merchant that maximizes the joint 

probability, 𝑃𝑃�𝑚𝑚𝑘𝑘, 𝑐𝑐𝑗𝑗|𝑡𝑡� . It also 

minimizes the distance of similar 

customers using a regularization term. 

So that we use the cross-entropy loss 

function with regularization term which 

is defined as: 
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𝐿𝐿 = − � 𝑞𝑞𝑘𝑘𝑘𝑘 ∙ log 𝑝̂𝑝𝑘𝑘𝑘𝑘
𝑚𝑚𝑘𝑘∈𝑀𝑀

+ 𝜆𝜆�𝐱𝐱𝑗𝑗 − 𝐱𝐱𝑠𝑠�2
2    (7) 

where 𝑝̂𝑝𝑘𝑘𝑘𝑘  is the probability of the 

proposed model and 𝑞𝑞𝑘𝑘𝑘𝑘  is a target 

probability distribution that the 

customer 𝑐𝑐𝑗𝑗  will choose merchant 𝑚𝑚𝑘𝑘 , 

𝐱𝐱𝑗𝑗 is the embedding vector of the target 

customer, 𝐱𝐱𝑠𝑠  is the embedding vector 

of the customer with the highest 

probability of the Customer network. 𝜆𝜆 
is a hyperparameter that weights the 

importance of customer similarity. 

IV. EXPERIMENTS  

We evaluate our model on a synthetic 

credit card usage dataset, BC’17, for the 

next merchant recommendation and on a 

real-world transaction dataset, IJCAI’16, 

for the next item recommendation.  

Dataset 

BC’17. This is a synthetic transaction 

dataset generated from the distribution of 

the customer, merchant, sale date, and 

sale amount between January 2017 and 

December 2017 provided by a credit card 

company. In this dataset, a transaction 

means that a customer bought products or 

services from a merchant. For this dataset, 

we aim to predict the next merchant, 𝑚𝑚6, 

for a customer 𝑐𝑐𝑗𝑗 and his or her each set of 

five transactions, 𝑡𝑡 = {𝑚𝑚1,𝑚𝑚2,𝑚𝑚3,𝑚𝑚4,𝑚𝑚5} 

IJCAI’16. To demonstrate the applicability 

of PANM, we also use it for the next item 

recommendation. We use a real-world 

transaction dataset, IJCAI’16 for the next 

item recommendation. This dataset 

contains shopping transactions between 

July 2015 and November 2015 

accumulated on Tmall/Taobao.com and the 

app Alipay. Like ATEM[14], we aim to 

predict the next item 𝑖𝑖𝑘𝑘  using a 

transactional context 𝑡𝑡̃ = 𝑡𝑡\𝑖𝑖𝑘𝑘 and user 𝑢𝑢𝑗𝑗. 
We present the statistics of the 

experimental datasets in Table 1. 

Table 1. The statistics of the experimental 

datasets 

 BC’17 IJCAI’16 

#Customers/users 73,584 15,907 

#Merchants/items 84,161 21,866 

#Training data 1,296,664 524,725 

#Test data 367,920 58,302 

Benchmark models 

DNN. The traditional DNN model[8,12] 

recommends the next merchant given a 

transactional context considered as a 

classification problem. We assess the 

performance of the DNN model by 

considering the average pooling for 

merchant embedding vectors in the 

transactions. 

GRU4Rec. GRU4Rec[6] recommender is a 

deep RNN model which consists of gated 

recurrent units as session-based RNNs. 

ATEM. ATEM[14] recommends the next 

merchant given a transactional context 𝑡𝑡 
using an attention layer. This model 

predicts the next merchant for a given 

transactional context, not for a customer.  

Personalized ATEM. This model is 

computed with the conditional probability 

of the merchant given a customer 𝑐𝑐𝑗𝑗 and a 

transactional context 𝑡𝑡 , 𝑃𝑃𝑃𝑃�𝑚𝑚𝑘𝑘|𝑐𝑐𝑗𝑗 , 𝑡𝑡� . We 

use an embedding layer to embed 

customers. 

Evaluation metrics 

The comparison models will rank the 

merchant list and then return the 𝑡𝑡𝑡𝑡𝑡𝑡@𝑘𝑘 

merchants as recommendations. To 

evaluate the performance of our model, we 
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used 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅@𝑘𝑘  and 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃@𝑘𝑘  to 

calculate successfully recommended 

merchants. 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃@𝑘𝑘 is the proportion 

of recommended items in the 𝑡𝑡𝑡𝑡𝑡𝑡@𝑘𝑘  set 

that are relevant. 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃@𝑘𝑘 =
∑ �𝑌𝑌𝑐𝑐𝑗𝑗 ∩ 𝑌𝑌�𝑐𝑐𝑗𝑗�
𝑟𝑟
𝑗𝑗=1

∑ �𝑌𝑌�𝑐𝑐𝑗𝑗�
𝑟𝑟
𝑗𝑗=1

         (8) 

where 𝑟𝑟 is the number of customers; 𝑌𝑌𝑐𝑐𝑗𝑗 

and 𝑌𝑌�𝑐𝑐𝑗𝑗  are the recommended items and 

the target items for customer 𝑐𝑐𝑗𝑗 , 

respectively. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅@𝑘𝑘  is the proportion of relevant 

items found in the 𝑡𝑡𝑡𝑡𝑡𝑡@𝑘𝑘 

recommendations. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅@𝑘𝑘 =
∑ �𝑌𝑌𝑐𝑐𝑗𝑗 ∩ 𝑌𝑌�𝑐𝑐𝑗𝑗�
𝑟𝑟
𝑗𝑗=1

∑ �𝑌𝑌𝑐𝑐𝑗𝑗�
𝑟𝑟
𝑗𝑗=1

             (9) 

To evaluate ranking quality of 

recommended items, we used 𝑀𝑀𝑀𝑀𝑀𝑀@𝑘𝑘 

(Mean Reciprocal Rank) which is a rank-

aware evaluation metric, widely used in 

recommendation systems. 

𝑀𝑀𝑀𝑀𝑀𝑀@𝑘𝑘 =
1
𝑟𝑟
�

1
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑐𝑐𝑗𝑗

𝑟𝑟

𝑗𝑗=1
            (10) 

where 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑐𝑐𝑗𝑗 refers to the rank position of 

the relevant items for customer 𝑐𝑐𝑗𝑗. There 

is a trade-off between precision and recall. 

We chose 𝑘𝑘 = 10 for the BC’17 dataset and 

𝑘𝑘 = 3 for the IJCAI’16 dataset. 

Experiments 

We ran experiments using two datasets, 

BC’17 and IJCAI’16. For the BC’17 dataset, 

we aim to predict the next merchant of five 

sequential transactions. The embedding 

dimensions are set to {150, 200, 250, 300} 
for customers and merchants. For this 

dataset, we hold out the last five 

transactions as the test set for each 

customer and other data as the training set.  

We adopt the Adam optimizer[6] with the 

learning rate set to 0.001 and the batch 

size of 100 for optimizing the loss function. 

For this dataset, a hyperparameter in the 

loss function, 𝜆𝜆, is set to 0.9. It means that 

customer similarity is important for this 

dataset. The results of the BC’17 dataset 

are illustrated in Figure 2. 

 
Fig.  2. The results on the BC'17 dataset 

 

We also ran experiments using another 

real dataset, IJCAI’16, to demonstrate the 

applicability of CRM. For this dataset, we 

apportion the data into training and test 

sets, with a 90-10 split. The loss function 

is also optimized by Adam optimizer with a 

batch size of 100 and a learning rate of 

0.001 in this dataset. The embedding 

dimensions are set to {60,90,120,150}. For 

this dataset, a hyperparameter 𝜆𝜆 is set to 

0.5. The results of this dataset are 

illustrated in Figure 3.  

For both datasets, DNN showed the lowest 
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performance. This seems to be due to the 

use of average pooling. In the case of 

ATEM, the attention layer evaluates the 

importance of the merchants, while DNN, 

and GRU4Rec apply the same significance 

to the merchants in a transactional context. 

Personalized ATEM is a personalization 

algorithm that includes a customer vector 

in the ATEM architecture. Benefiting from 

joint probability and more efficient 

representation of customers which is 

learned by the Customer network, the 

CRM showed the best performance. 

 
Fig.  3. The results on the IJCAI'16 dataset 

 

CONCLUSIONS 

The proposed model, CRM, showed the 

best performance. Given a customer and a 

transaction, the Merchant network can 

obtain the probability distribution of the 

next item. In contrast, the Customer 

network can obtain a customer probability 

related to transactional context.  The 

combination of the Merchant and Customer 

networks can represent the joint 

probability of a customer and the next 

merchant. With the help of the Customer 

network, we can obtain more efficient 

customer representations that contain 

information about their purchases. The 

learned transactional context vector is also 

more efficient than ATEM one because it 

considers both customer and merchant 

characteristics. Consequently, significant 

improvements have been made. 
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