
ABSTRACT

The prevalence of metabolic syndrome (MetS) and its cost are increasing due to lifestyle 
changes and aging. This study aimed to develop a deep neural network model for prediction 
and classification of MetS according to nutrient intake and other MetS-related factors. This 
study included 17,848 individuals aged 40–69 years from the Korea National Health and 
Nutrition Examination Survey (2013–2018). We set MetS (3–5 risk factors present) as the 
dependent variable and 52 MetS-related factors and nutrient intake variables as independent 
variables in a regression analysis. The analysis compared and analyzed model accuracy, 
precision and recall by conventional logistic regression, machine learning-based logistic 
regression and deep learning. The accuracy of train data was 81.2089, and the accuracy of 
test data was 81.1485 in a MetS classification and prediction model developed in this study. 
These accuracies were higher than those obtained by conventional logistic regression or 
machine learning-based logistic regression. Precision, recall, and F1-score also showed the 
high accuracy in the deep learning model. Blood alanine aminotransferase (β = 12.2035) level 
showed the highest regression coefficient followed by blood aspartate aminotransferase (β 
= 11.771) level, waist circumference (β = 10.8555), body mass index (β = 10.3842), and blood 
glycated hemoglobin (β = 10.1802) level. Fats (cholesterol [β = −2.0545] and saturated fatty 
acid [β = −2.0483]) showed high regression coefficients among nutrient intakes. The deep 
learning model for classification and prediction on MetS showed a higher accuracy than 
conventional logistic regression or machine learning-based logistic regression.
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INTRODUCTION

Metabolic syndrome (MetS), a cluster of metabolic disorders, which is characterized by 
three or more risk factors including a large waist circumference (WC; elevated abdominal 
adiposity), high blood pressure, increased fasting blood glucose e, a high blood triglycerides 
(TGs) concentration and a low blood high-density lipoprotein cholesterol (HDL-C) [1-3]. 
Insulin resistance is proposed as a common etiology of each factor of MetS [4-6].

MetS can increase prevalence of type 2 diabetes mellitus (T2DM) and cardiovascular 
diseases (CVDs) [7-9]. The persistently elevating trend in the prevalence of MetS is observed 
worldwide [10,11]. The prevalence of MetS was assessed among US individuals aged over 20 
years based on data from the National Health and Nutrition Examination Survey (NHANES) 
2011–2016. The prevalence of MetS among 17,048 subjects was 34.7% in 2011–2016, with 
an insignificant increase between 2011–2012 (32.5%) and 2015–2016 (36.9%). A significant 
increase in MetS prevalence was observed with increasing age from 19.5% in subjects 
aged 20–39 years and 48.6% in subjects aged over 60 years. Notably, the MetS prevalence 
was rapidly growing among young adults and Hispanic and Asian subjects [12]. The data 
from Korean National Health Insurance Service reflecting approximately 10 million people 
annually, which was approximately 20% of the Korean population, showed the increased 
MetS prevalence after adjustment for age in subjects aged over 30 years from 28.84% in 2009 
to 30.52% in 2013 [13].

MetS treatment aims to lower abdominal obesity, blood pressure, blood glucose, blood TG 
levels, and raise blood HDL-C levels to prevent T2DM and CVDs. Lifestyle modification is 
vital to reduce risk of MetS [1-3]. Medical expenses for MetS are likely to increase worldwide 
[14,15]. The prevention for MetS will become increasingly crucial by identifying MetS risk 
factors encouraging people to lead healthy lifestyles [16]. Factors including age, family 
history, smoking, physical activity, diet, alcohol and so on, can influence MetS prevalence 
[2,17]. One of modifiable factors is a diet. Dietary patterns high in fiber/low-glycemic-index, 
fruits, vegetables, fish and low in saturated fat, sodium is associated with a lower risk of MetS 
[17-22]. The effective management of MetS-related factors could facilitate the prevention and 
management of MetS.

Deep learning is a technique of machine learning in artificial intelligence area. Deep learning 
makes use of deep neural networks (DNNs) to model complex non-linear relationships and 
thus is able to solve real-life problems. A DNN often consists of an input layer, multiple 
hidden layers, and an output layer. Each layer generally implements some non-linear 
operations that transform the representation at one level into another representation at a 
more abstract level. Deep learning showed a high accuracy with a big data [23-25].

Recently, a machine learning model was developed for MetS prediction [26,27]. Choe et 
al. [26] used MetS factors including 10 single nucleotide polymorphisms (SNPs) genetic 
information, age, sex, body mass index (BMI), smoking, alcohol, physical activity in non-
obese Koreans for MetS prediction using 5 machine learning techniques such as multilayer 
perceptron (MLP), naïve Bayes classification (NB); random forest (RF), decision tree 
classification (DT) and support vector machine classification (SVM) [26]. However, few 
studies on the classification and prediction of MetS using nutrient intake and MetS-related 
factors existed based on the data of Korea National Health and Nutrition Examination 
Survey (KNHANES). Therefore, this study aimed to build an optimal MetS classification and 
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prediction model including MetS-related factors by using deep learning techniques based on 
Korean subject data.

MATERIALS AND METHODS

Data and subjects
We used data from the health, screening, and nutrition surveys of the 6–7th KNHANES 
(2013–2018) conducted by Korea Centers for Disease Control and Prevention (KCDC) under 
the Korean Ministry of Health and Welfare [28]. KNHANES is a national health examination 
survey of collecting data on subjects’ status of social, economic, nutritional and health 
(healthcare utilization, anthropometric measures, biochemical and clinical analysis, quality 
of life, health behaviours and so on) through a health interview survey, a health behaviours 
survey, a health examination survey and a nutrition survey [28]. A nutrition survey was 
conducted with investigation on dietary behaviour, dietary supplement use, food security, 
food frequency, food and dietary intake in a face-to-face interview method. Nutrient intake 
was accessed by the 24-hour recall method for clarifying usual dietary intake of subjects, and 
by a validated food-frequency questionnaire (FFQ) consisting of 63 food items [29-32].

In this study, nutrient intake per 1,000 kcal was calculated, considering that most of the 
nutrient intake was proportional to the total daily caloric intake. We excluded missing values 
of nutrient intake. Missing values of categorical variables were replaced with the mode values, 
and missing values of continuous variables were replaced with mean values. The final sample 
included 17,848 subjects aged 40–69 years who had previously given their consent. The study 
was conducted with the approval of the Research Ethics Review Committee of the Korea 
Centers for Disease Control and Prevention where appropriate (IRB No. 2013-07CON-03-4C, 
2013-12EXP-03-5C, 2015-01-02-6C, 2018-01-03-P-A).

Variable classification
A total of 52 variables of general characteristics and nutrient intake were set as independent 
variables (Table 1, Supplementary Table 1). Independent variables were summarised in 
Supplementary Table 1. In the case of the sex column, it is categorical data divided by 1 for 
men and 2 for women. In this case, the size can be interpreted as an incorrect relationship. 
Therefore, numerical data was created and used as an input value by using the one-hot 
encoding technique. MetS was set as a dependent variable (Table 2). The problem of 
multicollinearity was considered important to explain the relationship between independent 
variables in traditional statistical analysis [33]. Multicollinearity issues was not considered in 
machine learning/deep learning [33] because machine learning/deep learning is focused on 
finding prediction and classification models [33].

The number of subjects with MetS and subjects without MetS was 10,810 and 7,038, 
respectively. MetS diagnosis is based on the obesity treatment guidelines 2020 by the 
Korean Society for the study of Obesity. This guideline is based on criteria of the modified 
Third National Cholesterol Education Program Expert Panel on Detection, Evaluation, and 
Treatment of High Blood Cholesterol in Adults (NCEP-ATP III), and is based on Korean 
women’s abdominal obesity that Korean Society for Obesity and Abdominal Obesity 
Diagnosis criteria 2006 was set at a WC of 85 cm or more. Subjects of this study was 
diagnosed with MetS, when they had met 3 or more of the following criteria: 1) WC ≥ 90 cm 
for men and ≥ 85 cm for women; 2) blood pressure ≥ 130/85 mmHg, or medication use; 3) 

140

CLINICAL NUTRITION RESEARCH

https://e-cnr.org

https://e-cnr.org


MetS Classification and Predication Using Deep Learning

https://doi.org/10.7762/cnr.2023.12.2.138 141

CLINICAL NUTRITION RESEARCH

https://e-cnr.org

Ta
bl

e 
1.

 B
as

el
in

e 
ch

ar
ac

te
ris

tic
s 

of
 s

ub
je

ct
s 

in
cl

ud
ed

 a
s 

in
de

pe
nd

en
t v

ar
ia

bl
es

Va
ria

bl
e 

(c
od

e)
 w

ith
 v

ar
ia

bl
e 

de
sc

rip
tio

n
M

et
S 

 
(n

 =
 5

,7
08

)
N

on
-M

et
S 

 
(n

 =
 1

2,
14

0)
p 

va
lu

e
Tr

ai
n 

da
ta

Te
st

 d
at

a

Se
x 

(S
ex

)
< 

0.
00

1
1 

= 
M

al
e

2,
75

3 
(4

8.
2%

)
4,

74
8 

(3
9.

1%
)

6,
02

9
1,

47
2

2 
= 

Fe
m

al
e

2,
95

5 
(5

1.
8%

)
7,

39
2 

(6
0.

9%
)

8,
24

9
2,

09
8

Ag
e 

(A
ge

)*
< 

0.
00

1
40

–6
9 

ye
ar

s
58

.0
, 5

1.
0

53
.0

, 4
6.

0
14

,2
78

3,
57

0
W

ai
st

 c
irc

um
fe

re
nc

e 
(H

E_
W

C)
*

89
.3

, 8
3.

8
80

.0
, 7

4.
1

0.
00

0
Bo

dy
 m

as
s 

in
de

x 
(k

g/
m

2 ) (
H

E_
BM

I)*
26

.0
 2

4.
0

23
.2

, 2
1.

3
0.

00
0

24
.1

 (1
4.

2–
44

.4
)

24
.0

 (1
5.

2–
42

.9
)

En
er

gy
 in

ta
ke

 a
fte

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
kc

al
/d

ay
) (

N
_E

N
)*

1,
83

7.
0,

 1
,3

86
.3

1,
84

6.
5,

 1
,4

14
.0

0.
42

3
1,

98
8.

6 
(5

2.
8–

19
,8

06
.1

)
1,

98
8.

6 
(5

2.
8–

19
,8

06
.1

)
Pr

ot
ei

n 
in

ta
ke

 a
fte

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
g/

da
y)

 (N
_P

RO
T)

*
32

.8
, 2

7.
9

33
.5

, 2
8.

4
< 

0.
00

1
34

.6
 (0

.0
–1

75
.6

)
34

.6
 (0

.0
–1

75
.6

)
Fa

t i
nt

ak
e 

af
te

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
g/

da
y)

 (N
_F

AT
)*

16
.7

, 1
1.

4
19

.0
, 1

3.
1

< 
0.

00
1

19
.5

 (0
.0

–7
3.

0)
19

.5
 (0

.0
–7

3.
0)

Sa
tu

ra
te

d 
fa

tt
y 

ac
id

 in
ta

ke
 a

fte
r e

ne
rg

y 
in

ta
ke

 a
dj

us
tm

en
t (

g/
da

y)
 (N

_S
FA

)*
4.

7,
 2

.9
5.

4,
 3

.5
< 

0.
00

1
5.

8 
(0

.0
–3

2.
5)

5.
8 

(0
.0

–3
2.

5)
M

on
ou

ns
at

ur
at

ed
 fa

tt
y 

ac
id

 in
ta

ke
 a

fte
r e

ne
rg

y 
in

ta
ke

 a
dj

us
tm

en
t (

g/
da

y)
 (N

_M
UF

A)
*

4.
8,

 3
.0

5.
6,

 3
.5

< 
0.

00
1

6.
0 

(0
.0

–3
7.

7)
6.

0 
(0

.0
–3

7.
7)

Po
ly

un
sa

tu
ra

te
d 

fa
tt

y 
ac

id
 in

ta
ke

 a
fte

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
g/

da
y)

 (N
_P

UF
A)

*
4.

4,
 2

.9
4.

8,
 3

.2
< 

0.
00

1
5.

2 
(0

.0
–3

0.
7)

5.
2 

(0
.0

–4
3.

9)
n-

3 
fa

tt
y 

ac
id

 in
ta

ke
 a

fte
r e

ne
rg

y 
in

ta
ke

 a
dj

us
tm

en
t (

g/
da

y)
 (N

_N
3)

*
0.

6,
 0

.3
0.

6,
 0

.4
< 

0.
00

1
0.

9 
(0

.0
–4

3.
9)

0.
9 

(0
.0

–4
3.

9)
n-

6 
fa

tt
y 

ac
id

 in
ta

ke
 a

fte
r e

ne
rg

y 
in

ta
ke

 a
dj

us
tm

en
t (

g/
da

y)
 (N

_N
6)

*
3.

6,
 2

.3
3.

9,
 2

.6
< 

0.
00

1
4.

3 
(0

.0
–2

6.
7)

4.
3 

(0
.0

–2
6.

7)
Ch

ol
es

te
ro

l i
nt

ak
e 

af
te

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
m

g/
da

y)
 (N

_C
H

O
L)

*
77

.0
, 3

4.
5

91
.4

, 4
4.

0
< 

0.
00

1
10

9.
6 

(0
.0

–2
,2

05
.2

)
10

9.
6 

(0
.0

–2
,0

25
.2

)
Ca

rb
oh

yd
ra

te
 in

ta
ke

 a
fte

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
g/

da
y)

 (N
_C

H
O

)
16

9.
1,

 1
43

.8
16

5.
1,

 1
41

.8
< 

0.
00

1
16

1.
2 

(0
.0

–2
24

.5
)

16
1.

2 
(0

.0
–2

44
.5

)
Fi

be
r i

nt
ak

e 
af

te
r e

ne
rg

y 
in

ta
ke

 a
dj

us
tm

en
t (

g/
da

y)
 (N

_T
DF

)*
13

.2
, 9

.7
13

.2
, 9

.8
0.

88
8

14
.2

 (0
.0

–6
6.

0)
14

.2
 (0

.0
–6

6.
0)

Ca
lc

iu
m

 in
ta

ke
 a

fte
r e

ne
rg

y 
in

ta
ke

 a
dj

us
tm

en
t (

m
g/

da
y)

 (N
_C

A)
*

23
5.

4,
 1

76
.4

24
3.

7,
 1

81
.9

< 
0.

00
1

27
2.

1 
(0

.0
–3

,1
14

.4
)

27
2.

1 
(0

.0
–3

,1
14

.4
)

Ph
os

ph
or

us
 in

ta
ke

 a
fte

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
m

g/
da

y)
 (N

_P
H

O
S)

*
53

2.
0,

 4
50

.0
54

3.
5,

 4
61

.9
< 

0.
00

1
55

6.
6 

(0
.0

–2
,1

20
.7

)
55

6.
6 

(0
.0

–2
,1

20
.7

)
Iro

n 
in

ta
ke

 a
fte

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
m

g/
da

y)
 (N

_F
E)

*
6.

9,
 5

.4
7.

0,
 5

.5
0.

01
1

8.
0 

(0
.0

–1
,2

84
.3

)
8.

0 
(0

.0
–1

,2
84

.3
)

So
di

um
 in

ta
ke

 a
fte

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
m

g/
da

y)
 (N

_N
A)

*
1,

69
7.

8,
 1

,2
50

.1
1,

71
1.

3,
 1

,2
67

.4
0.

14
1

1,
87

1.
9 

(0
.0

–1
8,

56
2.

7)
1,

87
1.

9 
(0

.0
–1

8.
56

2.
7

Po
ta

ss
iu

m
 in

ta
ke

 a
fte

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
m

g/
da

y)
 (N

_K
)*

1,
49

9.
1,

 1
,1

98
.2

1,
53

5.
6,

 1
,2

47
.6

< 
0.

00
1

1,
61

8 
(0

.0
–8

,5
31

.9
)

1,
61

8 
(0

.0
–8

,5
31

.9
)

Vi
ta

m
in

 A
 (r

et
in

ol
 e

qu
iv

al
en

t)
 in

ta
ke

 a
fte

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
μg

RE
/d

ay
) 

(N
_V

A)
*

26
4.

9,
 1

63
.2

27
7.

4,
 1

79
.9

< 
0.

00
1

36
5.

1 
(0

.0
–1

5,
51

1.
0)

36
5.

1 
(0

.0
–1

5,
51

1.
0)

Be
ta

-c
ar

ot
en

e 
in

ta
ke

 a
fte

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
μg

/d
ay

) (
N

_C
AR

O
T)

*
1,

27
4.

9,
 7

33
.1

1,
31

1.
9,

 7
79

.1
0.

00
3

1,
82

8.
5 

(0
.0

–9
3,

08
7.

5)
1,

82
8.

5 
(0

.0
–9

3,
08

7.
5)

Re
tin

ol
 in

ta
ke

 a
fte

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
μg

/d
ay

) (
N

_R
ET

IN
)*

28
.6

, 8
.1

34
.2

, 1
2.

3
< 

0.
00

1
56

.4
 (0

.0
–5

,2
16

.7
)

56
.4

 (0
.0

–5
,2

16
.7

)
Th

ia
m

in
e 

in
ta

ke
 a

fte
r e

ne
rg

y 
in

ta
ke

 a
dj

us
tm

en
t (

m
g/

da
y)

 (N
_B

1)
*

0.
7,

 0
.6

0.
8,

 0
.6

< 
0.

00
1

0.
8 

(0
.0

–5
.0

)
0.

8 
(0

.0
–5

.0
)

Ri
bo

fla
vi

n 
in

ta
ke

 a
fte

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
m

g/
da

y)
 (N

_B
2)

*
0.

6,
 0

.5
0.

7,
 0

.5
< 

0.
00

1
0.

7 
(0

.0
–4

.1
)

0.
7 

(0
.0

–4
.1

)
N

ia
ci

n 
in

ta
ke

 a
fte

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
m

g/
da

y)
 (N

_N
IA

C)
*

6.
8,

 5
.4

7.
1,

 5
.7

< 
0.

00
1

7.
5 

(0
.0

–4
7.

0)
7.

5 
(0

.0
–4

7.
0)

Vi
ta

m
in

 C
 in

ta
ke

 a
fte

r e
ne

rg
y 

in
ta

ke
 a

dj
us

tm
en

t (
m

g/
da

y)
 (N

_V
IT

C)
*

< 
0.

00
1

N
on

-n
or

m
al

ly
 d

is
tr

ib
ut

ed
 v

al
ue

s 
ar

e 
pr

es
en

te
d 

as
 m

ed
ia

ns
 a

nd
 in

te
rq

ua
rt

ile
 ra

ng
es

.
M

et
S,

 m
et

ab
ol

ic
 s

yn
dr

om
e;

 S
G

O
T,

 s
er

um
 g

lu
ta

m
ic

 o
xa

lo
ac

et
ic

 tr
an

sa
m

in
as

e;
 S

G
PT

, s
er

um
 g

lu
ta

m
ic

 p
yr

uv
ic

 tr
an

sa
m

in
as

e.
* N

on
-p

ar
am

et
ric

 v
al

ue
s 

w
er

e 
an

al
yz

ed
 b

y 
M

an
n–

W
hi

tn
ey

 U
 te

st
.

https://e-cnr.org


MetS Classification and Predication Using Deep Learning

https://doi.org/10.7762/cnr.2023.12.2.138 142

CLINICAL NUTRITION RESEARCH

https://e-cnr.org

Ta
bl

e 
2.

 M
et

ab
ol

ic
 s

yn
dr

om
e 

as
 d

ep
en

de
nt

 v
ar

ia
bl

es
Di

ag
no

st
ic

 
fa

ct
or

s
Co

de
D

es
cr

ip
tio

n
M

et
S 

(n
 =

 5
,7

08
)  

(%
)

N
on

-M
et

S 
(n

 =
 1

2,
14

0)
 

(%
)

p 
va

lu
e

Tr
ai

n 
da

ta
Te

st
 d

at
a

Bl
oo

d 
pr

es
su

re
H

E_
SB

P_
A3

*
Av

er
ag

e 
of

 3
 m

ea
su

re
m

en
ts

 s
ys

to
lic

 b
lo

od
 p

re
ss

ur
e

12
7.

3,
 1

17
.3

11
6.

0,
 1

06
.0

0.
00

0
12

0.
2 

(7
9.

3–
24

3.
3)

11
9.

8 
(7

9.
3–

19
8.

6)
H

E_
DB

P_
A3

*
Av

er
ag

e 
of

 3
 m

ea
su

re
m

en
t d

ia
st

ol
ic

 b
lo

od
 p

re
ss

ur
e

80
.6

, 7
3.

3
75

, 6
9

< 
0.

00
1

77
.2

 (4
0.

0–
14

7.
3)

76
.9

 (4
1.

3–
13

5.
3)

DI
1_

2
Ta

ki
ng

 b
lo

od
 p

re
ss

ur
e 

m
ed

ic
at

io
n

0.
00

0
1 

= 
Ta

ki
ng

 b
lo

od
 p

re
ss

ur
e 

m
ed

ic
at

io
ns

 d
ai

ly
2,

43
3 

(4
2.

6%
)

1,
10

0 
(9

.1
%

)
28

,2
04

70
9

2 
= 

Ta
ki

ng
 b

lo
od

 p
re

ss
ur

e 
m

ed
ic

at
io

n 
20

 d
ay

s 
a 

m
on

th
65

 (1
.1

%
)

38
 (0

.3
%

)
77

26
3 

= 
Ta

ki
ng

 b
lo

od
 p

re
ss

ur
e 

m
ed

ic
at

io
n 

at
 le

as
t 1

5 
da

ys
 a

 m
on

th
12

 (0
.2

%
)

14
 (0

.1
%

)
23

3
4 

= 
Ta

ki
ng

 b
lo

od
 p

re
ss

ur
e 

m
ed

ic
at

io
n 

le
ss

 th
an

 1
5 

da
ys

 a
 m

on
th

9 
(0

.2
%

)
12

 (0
.1

%
)

19
2

5 
= 

D
on

’t 
ta

ke
 b

lo
od

 p
re

ss
ur

e 
m

ed
ic

at
io

n
15

1 
(2

.6
%

)
20

5 
(1

.7
%

)
29

4
62

8 
= 

N
ot

 a
pp

lic
ab

le
2,

95
1 

(5
1.

7%
)

10
,4

85
 (8

6.
4%

)
10

,7
61

2,
67

5
9 

= 
D

on
’t 

kn
ow

, n
o 

re
sp

on
se

87
 (1

.5
%

)
28

6 
(2

.4
%

)
28

0
93

W
ai

st
 

ci
rc

um
fe

re
nc

e
H

E_
W

C*
W

ai
st

 c
irc

um
fe

re
nc

e
89

.3
, 8

3.
8

80
.0

, 7
4.

1
0.

00
0

82
.5

1 
(5

2.
3–

12
6.

4)
82

.5
2 

(5
2.

5–
13

0.
0)

Tr
ig

ly
ce

rid
e

H
E_

TG
*

Tr
ig

ly
ce

rid
es

17
2.

0,
 1

24
.0

10
3,

 7
2

0.
00

0
14

3.
6 

(2
0.

0–
1,

92
1.

0)
14

2.
8 

(2
3.

0–
2,

45
5.

0)
DI

2_
2

Ta
ki

ng
 m

ed
ic

at
io

ns
 fo

r d
ys

lip
id

em
ia

0.
00

0
1 

= 
Ta

ki
ng

 d
ys

lip
id

em
ia

 m
ed

ic
at

io
ns

 d
ai

ly
1,

45
6 

(2
5.

5%
)

58
2 

(4
.8

%
)

1,
62

3
41

5
2 

= 
Ta

ki
ng

 d
ys

lip
id

em
ia

 m
ed

ic
at

io
n 

20
 d

ay
s 

a 
m

on
th

43
 (0

.8
%

)
31

 (0
.3

%
)

52
22

3 
= 

Ta
ki

ng
 d

ys
lip

id
em

ia
 m

ed
ic

at
io

n 
at

 le
as

t 1
5 

da
ys

 a
 m

on
th

7 
(0

.1
%

)
28

 (0
.2

%
)

28
7

4 
= 

Ta
ki

ng
 d

ys
lip

id
em

ia
 m

ed
ic

at
io

n 
le

ss
 th

an
 1

5 
da

ys
 a

 m
on

th
16

 (0
.3

%
)

19
 (0

.2
%

)
31

4
5 

= 
D

on
’t 

ta
ke

 d
ys

lip
id

em
ia

 m
ed

ic
at

io
n

53
8 

(9
.4

%
)

69
2 

(5
.7

%
)

96
9

26
1

8 
= 

N
ot

 a
pp

lic
ab

le
3,

56
1 

(6
2.

4%
)

10
,5

02
 (8

6.
5%

)
11

,2
95

2,
76

8
9 

= 
D

on
’t 

kn
ow

, n
o 

re
sp

on
se

87
 (1

.5
%

)
28

6 
(2

.4
%

)
28

0
93

H
DL

 c
ho

le
st

er
ol

H
E_

H
DL

_s
t2

*
H

DL
 c

ho
le

st
er

ol
43

.0
, 3

7.
2

51
.3

, 4
6.

7
0.

00
0

50
.8

 (5
.9

18
–1

45
.2

)
50

.6
 (8

.0
–1

13
.9

)
Bl

oo
d 

gl
uc

os
e

H
E_

gl
u*

Fa
st

in
g 

bl
oo

d 
gl

uc
os

e
10

6.
0,

 1
00

.0
95

, 8
9

0.
00

0
10

2.
9 

(4
9.

0–
55

3.
0)

10
3.

0 
(4

8.
0–

35
2.

0)
DE

1_
31

In
su

lin
 in

je
ct

io
n

< 
0.

00
1

0 
= 

N
o

69
6 

(1
7.

0%
)

32
9 

(2
.7

%
)

1,
03

1
26

7
1 

= 
Ye

s
94

 (1
.6

%
)

50
 (0

.4
%

)
11

6
28

8 
= 

N
ot

 a
pp

lic
ab

le
4,

55
7 

(7
9.

8%
)

11
,4

74
 (9

4.
5%

)
12

,8
49

3,
18

2
9 

= 
D

on
’t 

kn
ow

, n
o 

re
sp

on
se

88
 (1

.5
%

)
28

7 
(2

.4
%

)
28

2
93

DE
1_

32
Ta

ki
ng

 d
ia

be
te

s 
m

ed
ic

at
io

n
< 

0.
00

1
0 

= 
N

o
16

 (0
.3

%
)

20
 (0

.2
%

)
29

7
1 

= 
Ye

s
1,

04
7 

(1
8.

3%
)

35
9 

(3
.0

%
)

1,
11

8
3,

28
8

8 
= 

N
ot

 a
pp

lic
ab

le
4,

55
7 

(7
9.

8%
)

11
,4

74
 (9

4.
5%

)
12

,8
49

3,
18

2
9 

= 
D

on
’t 

kn
ow

, n
o 

re
sp

on
se

88
 (1

.5
%

)
28

4 
(2

.4
%

)
28

2
93

N
on

-n
or

m
al

ly
 d

is
tr

ib
ut

ed
 v

al
ue

s 
ar

e 
pr

es
en

te
d 

as
 m

ed
ia

ns
 a

nd
 in

te
rq

ua
rt

ile
 ra

ng
es

.
M

et
S,

 m
et

ab
ol

ic
 s

yn
dr

om
e;

 H
DL

, h
ig

h-
de

ns
ity

 li
po

pr
ot

ei
n.

* N
on

-p
ar

am
et

ric
 v

al
ue

s 
w

er
e 

an
al

yz
ed

 b
y 

M
an

n–
W

hi
tn

ey
 U

 te
st

.

https://e-cnr.org


MetS Classification and Predication Using Deep Learning

https://doi.org/10.7762/cnr.2023.12.2.138

fasting blood glucose ≥ 100 mg/dL or medication use; 4) HDL-C < 40 mg/dL for men and < 50 
mg/dL for women; 5) TGs ≥ 150 mg/dL or medication use [34-39].

Deep learning performance evaluation
The predictive model was implemented with conventional logistic regression, machine 
learning-based logistic regression, and deep learning. The DNN model was trained and 
implemented in Python (version 3.8.5). A model was built in PyTorch (version 1.9.0) for the 
performance improvement. Data preprocessing was performed with dummy for categorical 
variables. Data was scaled for continuous variables using minmaxscaler operation. For 
continuous variables, data values were converted between 0 and 1 for each variable. The ranges 
of all variables were normalized equally. The data of this study were randomly shuffled by 
setting the batch size of train data to 16. The batch size of the test data was set to 32 and not 
randomly shuffled. The data were randomly divided into train data and test data in an 8:2 ratio. 
The model was trained with the train data, and the model was evaluated with the test data.

In our model, we utilized the rectified linear unit (ReLU) function as the activation function 
for all of the hidden layers except the output layers. The reason behind using ReLU in our 
model was to get better performance for active user prediction. On the other hand, we used 
sigmoid function as the activation function in the output layers. The output value of the 
function was between 0 and 1. The sigmoid function was used for activating the output layers 
in binary classification problems. It was calculated as follows:

	 sigma(x) = 1/1 + e^ − x

Again, we used the Adam (Adaptive moment of estimation) optimizer function which has 
been designed specifically for training DNNs. We used 100 epochs for training the model 
and have used binary cross-entropy as loss function as it measures the performance of a 
classification model whose number of output was a probability value between 0 and 1, given 
by following:

	 loss = −sum (ylog hat(y) +(1 − y)log{1-hat(y)}

where hat(y) was the predicted probability in the model, y was the corresponding target 
value. To prevent overfitting, a dropout of 0.01 was applied between the hidden and output 
layers. The DNN model used in this study is shown in Figure 1. A predictive model was 
constructed in which 52 independent were included in the input layer. The hidden layer 
contained three layers with 16, 8, or 4 nodes. The output layer had one nodes. It was set up to 
output whether subjects had MetS or subjects did not have MetS.

We then compared accuracy, precision, recall, and F1 score by deep learning, machine learning 
logistic regression and conventional logistic regression using the confusion matrix to evaluate 
mode performance (Table 3). The prediction results and actual data were presented with 
confusion matrix form based on true positives (TP), true negatives (TN), false positives (FP), 
and false negatives (FN). Accuracy indicates the percentage of the total data that was correctly 
predicted and is calculated as TP+TN

TP+FN+FP+TN
 . Precision indicates the probability that reality is 

positive when the prediction result is positive, calculated as TP
FP+TP

 . Recall refers to sensitivity, 
which is calculated as TP

FN+TP
 . Recall refers only to positive predictions. F1-score is calculated as

2 ×
precision×recall
precision+recall

 .
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In this study, the importance of variables was determined with regression coefficients (β) 
to examine the effect of the 52 independent variables on the classification and prediction 
on MetS (Table 4). As shown in Table 4, 52 independent variables in a DNN model were 
described with 53 variables for values regression coefficients where, a gender was divided into 
male and female to examine the effect of gender difference on MetS.

Absolute values were used for regression coefficients, which showed the magnitude of 
influence of the independent variable on the dependent variable per unit change.

RESULTS

Baseline subject characteristics learning performance evaluation
Baseline characteristics of subjects included as dependent variables are shown in Table 1. 
A total of 17, 848 subjects (7,501 males and 10,347 females) was assessed. The mean WC of 
subjects was 82.5 cm, which was within the normal range. The glycated hemoglobin (HbA1c) 
level was within the normal range with the mean of 5.83%. Income level was almost evenly 
distributed when divided into quintiles. High school graduates accounted for the largest 
number with 7,488 subjects. Subjects of 6,204 responded that they walked every day. Subjects 
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n = 52 n = 16 n = 8 n = 4 n = 1

Input layer Hidden layerHidden layerHidden layer
(with dropout)

Output layer

Figure 1. Prediction deep learning model for metabolic syndrome. 
Dropout, a technique for dropping neurons with a probability between 0 and 1 from interconnected layers. Used 
to prevent overfitting; Hidden Layer, a layer that connects between the input layer and the output layer without 
computation; Input Layer, a layer that receives input from the dataset; Output Layer, a layer that outputs the result.

Table 3. Confusion matrix
Class Predicted

Positive Negative
Actual

Positive True positive False negative
Negative False positive False negative

https://e-cnr.org


MetS Classification and Predication Using Deep Learning

https://doi.org/10.7762/cnr.2023.12.2.138

of 2,921 responded that they do not walk at all. Subjects of 13,140 responded that they do 
not do any strength training per week at all. Subjects of 12,255 responded no change in body 
weight within 1 year. As for the family history of chronic disease doctor diagnosis, subjects 
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Table 4. Regression coefficient of independent variables
Variable Code Regression coefficient
ALT (blood alanine aminotransferase; SGPT) HE_ALT 12.2035
AST (blood aspartate aminotransferase; SGOT) HE_AST 11.771
Waist circumference HE_WC 10.8555
Body mass index (kg/m2) HE_BMI 10.3842
Glycated hemoglobin HE_HbA1c 10.1802
Cholesterol intake after energy intake adjustment (mg/day) N_CHOL −2.9035
Niacin intake after energy intake adjustment (mg/day) N_NIAC −2.0545
Saturated fatty acid intake after energy intake adjustment (g/day) N_SFA −2.0483
Vitamin A (retinol equivalent) intake after energy intake adjustment (μgRE/day) N_VA −1.9251
Monounsaturated fatty acid intake after energy intake adjustment (g/day) N_MUFA −1.8857
Calcium intake after energy intake adjustment (mg/day) N_CA −1.872
Retinol intake after energy intake adjustment (μg/day) N_RETIN −1.7457
n-6 fatty acid intake after energy intake adjustment (g/day) N_N6 −1.6927
Fat intake after energy intake adjustment (g/day) N_FAT −1.5581
Age Age 1.5306
Riboflavin intake after energy intake adjustment (mg/day) N_B2 −1.504
Polyunsaturated fatty acid intake after energy intake adjustment (g/day) N_PUFA −1.4999
Vitamin C intake after energy intake adjustment (mg/day) N_VITC −1.3961
Beta-carotene intake after energy intake adjustment (μg/day) N_CAROT −1.3347
Phosphorus intake after energy intake adjustment (mg/day) N_PHOS −1.2384
Protein intake after energy intake adjustment (g/day) N_PROT −1.2096
Potassium intake after energy intake adjustment (mg/day) N_K −1.1856
Education Edu −1.1246
n-3 fatty acid intake after energy intake adjustment (g/day) N_N3 −0.9903
Sex, male/female Female −0.912
Subjective health status D_1_1 0.7562
Whether there is a family member diagnosed with a chronic disease by a doctor HE_FH 0.7373
Current smoking status BS3_1 −0.7362
Whether the mother was diagnosed with high blood pressure by a doctor HE_HPfh2 0.724
Whether the mother was diagnosed with diabetes by a doctor HE_DMfh2 0.7172
Whether the mother was diagnosed with a stroke by a doctor HE_STRfh2 0.7088
Whether the father was diagnosed with a stroke by a doctor HE_STRfh1 0.6896
Whether the mother was diagnosed with ischemic heart disease by a doctor HE_IHDfh2 0.6836
Whether the father was diagnosed with diabetes by a doctor HE_DMfh1 0.6817
Whether the father was diagnosed with high blood pressure by a doctor HE_HPfh1 0.6681
Whether the father was diagnosed with ischemic heart disease by a doctor HE_IHDfh1 0.6637
Whether the father was diagnosed with hyperlipidemia by a doctor HE_HLfh1 0.6586
Thiamine intake after energy intake adjustment (mg/day) N_B1 −0.6529
Weight change in 1 year BO1_1 0.6483
Whether the mother was diagnosed with hyperlipidemia by a doctor HE_HLfh2 0.6426
Iron intake after energy intake adjustment (mg/day) N_FE 0.6328
Amount of alcohol consumed at one time BD2_1 0.5812
Carbohydrate intake after energy intake adjustment (g/day) N_CHO 0.4502
Number of walking days per week BE3_31 −0.4073
Sex, male/female Male 0.3888
Income quintile (individual) Incm5 −0.3872
Weight control for 1 year BO2_1 −0.3637
Sodium intake after energy intake adjustment (mg/day) N_NA −0.3552
Drinking frequency/year BD1_11 0.3504
Average number of cigarettes smoked per day BS3_2 −0.2388
Number of days of strength training per week BE5_1 −0.1606
Energy intake after energy intake adjustment (kcal/day) N_EN −0.085
Fiber intake after energy intake adjustment (g/day) N_TDF 0.063
SGOT, serum glutamic oxaloacetic transaminase; SGPT, serum glutamic pyruvic transaminase.
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of 11,886 answered “yes” and subjects of 5,715 answered “no”. Subjects of 4,698 answered 
that their mother had been diagnosed with hypertension. Subjects of 2,184 answered that 
their mother had been diagnosed with diabetes. The subjects answered that they ate alcohol 
2 to 4 times a month (n = 4,439). Subjects 3,192 reported drinking alcohol less than once a 
month. Overall, subjects of 10,098 answered “not applicable” to their current smoking status. 
Subjects of 4,573 reported they smoked in the past. Subjects of 14,671 reported that they do 
not smoke. Subjects of 2,523 answered that they smoke every day. Subjects of 371 answered 
that they smoke occasionally. Only 83 subjects did not respond to the question on smoking. 
The mean BMI of subjects was 24 kg/m2 (Table 1).

Accuracy comparison of statistical analysis models
The comparison among accuracy, precision, recall and F1 score is presented in Table 5, 
which was calculated by deep learning, machine learning-based logistic regression, and 
conventional logistic regression.

The deep learning accuracy of train data was 81.2089, which was higher than the conventional 
logistic regression (80.9357) or machine learning logistic regression (80.7467) as shown in 
Table 5. The values of precision, recall and F1-score obtained by deep learning train data 
were 84.2808, 88.9747 and 86.5642, respectively. The values of precision, recall and F1-score 
obtained by conventional logistic regression train data were 75.2009, 59.7666, and 66.6012, 
respectively. The machine learning-based logistic regression train data showed lower values 
with precision (75.3824), recall (58.5994) and F1-score (65.9398) compared with values 
obtained by deep learning train data. In test data analysis, the accuracy (81.1485), precision 
(82.8154), recall (91.1789) and F1-score (86.7962) of deep learning showed higher values than 
conventional logistic regression and machine learning logistic regression (Table 5).

Effect of independent variables on dependent variables using regression 
coefficients
Regression coefficient was used in order to examine the effect of each independent variable 
on MetS (Table 4). In the analysis of regression coefficient, gender was divided into male and 
female to investigate the effect of gender difference on MetS. The regression coefficients were 
compared with absolute values. Blood alanine aminotransferase (ALT; β = 12.2035) and blood 
asparate aminotransferase (AST; β = 11.771) showed the highest regression coefficient among 
independent variables. WC (β = 10.8555) and BMI (β = 10.3842). HbA1c (β = 10.1802) was also 
analyzed as an important independent variable for MetS.

The sixth highest regression coefficient was cholesterol intake (β = −2.9035). It showed the 
highest value among the variables related to nutrient intake. Niacin intake (β = −2.0545) was 
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Table 5. Statistical analysis result for the train data and test data
Evaluation metrics Conventional logistic regression Machine learning-based logistic regression Deep learning
Train data

Train accuracy 80.9357 80.7467 81.2089
Precision 75.2009 75.3824 84.2808
Recall 59.7666 58.5994 88.9747
F1-score 66.6012 65.9398 86.5642

Test data
Val accuracy 79.7759 79.9160 81.1485
Precision 73.6451 74.2457 82.8154
Recall 59.3830 59.0403 91.1789
F1-score 65.7495 65.7757 86.7962
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analyzed as the 7th highest. Saturated fatty acid intake (β = −2.0483) was analyzed as the 8th 
highest. Cholesterol and saturated fatty acid were analyzed with high regression coefficient 
values among fat-related nutrients.

The gender regression coefficient was analyzed in the 24th place for female (β = −0.9120) and 
45th for male (β = 0.3888) which indicated that women had more influence on MetS.

In the variable of family (father or/and mother) history of chronic disease (hypertension/
diabetes/hyperlipidemia/stroke/ischemic heart disease) the mother’s disease diagnosis 
showed a higher regression coefficient. The hyperlipidemia diagnosis of a father showed a 
higher regression coefficient than a mother.

Current smoking status (β = −0.7362) showed the 27th regression coefficient. A body weight 
change within 1 year (β = 0.6483) showed the 38th regression coefficient. The amount of 
alcohol consumption at one time (β = 0.5812) showed the 41th regression coefficient. The 
regression coefficient showed that smoking impacted MetS rather than a body weight change 
or alcohol intake.

DISCUSSION

This study aimed to classify and predict the risk of MetS with MetS-related components in 
a DNN model of a deep learning technique. We constructed the DNN model consisting of 
the hidden layer with 16, 8 or 4 nodes and the output layer with one node. The developed the 
DNN model of deep learning showed the improved accuracy compared with conventional 
logistic regression or machine learning-based logistic regression.

Several studies developed MetS prediction models using machine learning techniques 
[26,40-42]. These studies conducted in a different method of machine learning techniques, 
sample size, study design and so on. However, these studies did not identified the effect 
of individual nutrient intake on MetS. Recently, Park et al. [42] developed MetS prediction 
model using 6 types of machine learning methods of K-nearest neighbor, naive Bayes, 
random forest, decision tree, multilayer perceptron, and support vector machine in 2,871 
Koreas subjects who visited a medical center for a health check-up. Two machine learning 
methods of naive-Bayes method showed the highest sensitivity with 0.49 followed by and 
conventional regression method with 0.39 [42].

In a machine learning model of decision tree for the MetS prediction with 1,333 Taiwanese 
subjects which developed by Yu et al. [40], accuracies and area under the curve (AUC) values 
of various decision trees in receiver operating characteristic curve analysis were 0.831 for 
classification and regression trees and 0.904 for the random forest. The most important 
variable for MetS prediction was obesity, followed by glutamic oxaloacetic transaminase, 
serum glutamic pyruvic transaminase, a liver steatosis score (controlled attenuation 
parameter score), and HbA1c.

In consistent the findings by Yu et al. [40], in regression coefficient analysis of this study, 
ALT, AST, WC, BMI, and HbA1c showed higher regression coefficients than other variables, 
suggesting that appropriate management of these components is crucial for the MetS 
management. In our findings, the highest regression coefficient of blood levels of ALT and 
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AST for liver function indicated the most important independent variable for MetS. Blood 
levels of ALT and AST are biomarkers for liver function predicted MetS independent of MetS 
related features [43].

Hepatic fat content might be associated with liver dysfunction [44]. Qualitative dietary 
modification with no weight loss could positively affect liver fat content [45]. In a randomized 
controlled trial (RCT) of 45 subjects with T2DM, a diet high in monounsaturated fatty acid 
(MUFA) for 8 weeks decreased fat content in liver compared with a diet high in carbohydrate 
and fiber. This reduction in hepatic fat content was independent of an aerobic training 
program indicating that MUFA intake can exert a vital role in hepatic function [45].

Given the higher regression coefficients of WC (β = 10.8555) and BMI (β = 10.3842), weight 
management was suggested to be important to prevent the prevalence of MetS. A l-year 
randomized controlled clinical trial of 224 subjects (age 18–65 years; BMI 30–45 kg/m2) 
showed that approximately 8 kg reduction in body weight was associated with lower risk 
of MetS [46]. In mice, a diet enriched in MUFAs attenuated insulin resistance by reducing 
concentrations of fasting glucose, serum insulin compared with a diet enriched in SFA 
through AMPK activation [47]. In a RCT of 59 subjects with MetS or early-stage T2DM, 
supplementation with fish oil high in n-3 polyunsaturated fatty acids (PUFAs) for 8 weeks 
showed glucose control by decreasing HbA1c with the borderline of statistical significance in 
the comparison of a within group [48].

Regression coefficient indicated that dietary fat intakes of cholesterol, SFAs, MUFAs, a total 
fat, PUFAs could exert an important role in MetS with the ranks of 6th, 8th, 10th,14th,17th 
out of 53 independent variables. The prevalence of MetS is associated with cardiovascular 
risk factors [49]. In human studies [49-52], SFA intake was associated with increased serum 
cholesterol levels [50,51]. An elevated SFA intake was associated with an elevated risk of 
MetS [49]. The replacement of SFA intake with unsaturated fatty acid was associated with 
decreased risks of MetS [49] and coronary heart disease [52,53]. In a meta-analysis of 13 
epidemiological studies with 36,542 subjects, increased intake of omega-3 PUFAs reduced 
risk of MetS by 26% (odds ratio [OR]/relative risk [RR], 0.74; 95% confidence interval [CI], 
0.62–0.89) [54].

Niacin intake was ranked 7th in regression coefficient. Niacin, one of anti-hyperlipidemic 
medications increases HDL-C concentrations and decreases TG and low-density lipoprotein 
cholesterol [55,56].

In our findings, current smoking status showing the 27th regression coefficient indicated 
smoking could influence the prevalence of MetS in Korean adults. Consistent with our 
findings, cross-sectional study of 808 Korean young adults (mean age of 30.9 ± 3.3 years) 
showed that smokers had a 2.4-fold higher risk of MetS compared with non-smokers. 
Moreover, smokers had a 2.6-fold increased risk of hypertriglyceridemia and a 3-fold 
decreased level of HDL-C compared with non-smokers [57].

In our findings, retinol intake status showed the 12th regression coefficient. In cross-
sectional study of the 7th KNHANES (2016 to 2018) with 24,269 subjects, retinol levels were 
associated with risk of MetS when compared highest retinol levels with lowest retinol levels 
(OR, 2.351; 95% CI, 1.748–3.163; ptrend < 0.001) [58].
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The present study has strengths. To the best of our knowledge, this is the first deep learning 
approach for the classification and prediction of MetS with related factors including nutrient 
intake, lifestyle habits, basic body measurements, and parental disease inheritance in a large 
sample size using big data of KNHANES. We attempted to develop an optimized DNN model 
of deep learning with a highly accurate performance by adding as many independent variables 
of MetS-influencing components as possible. A DNN model for classification and prediction 
on MetS construed in present study showed considerably improved performance compared 
with conventional logistic regression or machine learning-based logistic regression.

The present study has limitations. The KNHNES used in this study was based on 
questionnaires where non-responder and selection bias can exist. Moreover, subjects’ 
responses to the questionnaires according to their memory, which can lead to recall bias. 
This study cannot figure out a casual association attributable to the cross-sectional data of 
the KNHNES. The results obtained through deep learning which the intermediate process for 
data analysis required other statistical methods to determine the importance of independent 
variables influencing dependent variables.

In conclusion, a DNN model developed with a big data of KNHNES showed an improved 
accuracy in classifying and predicting the prevalence of MetS compared with logistic 
regression or machine learning-based logistic regression.
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