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a b s t r a c t

In this study, three condensation models of the CUPID code, i.e., the resolved boundary layer approach
(RBLA), heat and mass transfer analogy (HMTA) model, and an empirical correlation, were tested and
validated against the COPAIN and CAU tests. An improvement on HMTA model was also made to use
well-known heat transfer correlations and to take geometrical effect into consideration. The RBLA was a
best option for simulating the COPAIN test, having mean relative error (MRE) about 0.072, followed by
the modified HMTA model (MRE about 0.18). On the other hand, benchmark against CAU test (under
natural convection and occurred on a slender tube) indicated that the modified HMTA model had better
accuracy (MRE about 0.149) than the RBLA (MRE about 0.314). The HMTA model with wall function and
the empirical correlation underestimated significantly, having MRE about 0.787 and 0.55 respectively.
When using the HMTA model, consideration of geometrical effect such as tube curvature was essential;
ignoring such effect leads to significant underestimation. The HMTA and the empirical correlation
required significantly less computational resources than the RBLA model. Considering that the HMTA
model was reasonable accurate, it may be preferable for large-scale simulations of containment.
© 2022 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Condensation in the presence of noncondensable gases is an
important form of heat transfer in refrigerators, heat exchangers,
air-conditioners, and distillation. In the field of nuclear engineering,
studies on condensation heat transfer have been made as it affects
the containment pressure and temperature, when steam is released
to the containment and condenses on the wall and structures.
Moreover, steam condensation in presence of noncondensable
gases draws a lot of attention as it is key phenomenon for passive
safety systems which are being developed, such as passive
containment cooling system (PCCS) [1]. The PCCS depressurize the
containment by condensing vapor, and transferring heat to a heat
sink external to the containment. The PCCS being developed in
Korea comprised a heat exchanger with multiple tubes, a water
tank installed outside the containment and connecting pipes, and
the steam condensation occurs outside of the condensing tube.

Various wall condensation models have been proposed for to
predict steam condensation in presence of noncondensable gases.
by Elsevier Korea LLC. This is an
The wall condensation models includes the empirical correlation,
the heat andmass transfer analogy (HMTA) model and the resolved
boundary layer approach (RBLA). In case of the empirical correla-
tion, the Uchida [2] and Tagami [3] are the correlations which have
mass fraction of noncondensable gas as only variable, unlike the
correlation developed more recently consists pressure, wall sub-
cooling and vapor mass fraction as variable [4e8]. The Uchida and
Tagami correlation were adopted in thermal-hydraulic code for
containment pressure and temperature analysis, such as
CONTEMPT-LT [9,10]. Although the Uchida and Tagami model are
thought to provide underestimated condensation heat transfer
rate, those were widely used for analysis so that results could be
conservative.

In recent days, due to the enhancement of computing capability,
attempts to analyze the behavior of atmosphere when condensa-
tion occurs in high resolution have been made using the compu-
tational fluid dynamics (CFD) code. Using the fine mesh, the
boundary layer in vicinity of condensing surface is resolved (RBLA),
and the condensation heat transfer is calculated based on the steam
diffusion process. The RBLA can provide detailed thermal-hydraulic
behavior near condensing surface and in complex geometry. Bucci
et al. [11] compared a heat and mass transfer diffusion method
(HMTDM), and comparedwith its results with that predictedwith a
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Fig. 1. (a) Schematic of the COPAIN test facility; (b) computational grid for the RBLA
and (c) HMTA and Uchida models.
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model based on heat andmass transfer analogy (HMTA). Ambrosini
et al. [12e15] performed CFD simulations under a pure steam
condition, under a noncondensable gas present condition, and
under a high-buoyancy condition and compared the result with
that predicted with other model such as HMTA and empirical cor-
relation. Dehbi et al. [16] benchmarked the wall condensation
model of the ANSYS CFD code against the COPAIN [17], Uchida [2],
Tagami [3], Dehbi [4] and TOSQAN [18,19] experiment, and
concluded that CFD simulation would provide reasonable estima-
tion on condensation heat transfer. Vyskocil et al. [20] validated a
condensation model based on FLUENTcode against the CONAN [13]
and PANDA [21] tests. Jeon et al. [22] performed CFD simulations to
explore the effects of geometrical parameters (tube inclination and
curvature).

If the PCCSmission time is taken to be 72 h (a generally accepted
value [23]), estimation of PCCS performance and simulation of the
containment atmospheric conditions using the CFD code is very
difficult as it requires massive computational resources. The HMTA
model can be used instead, to reduce the computational resource
requirement. The HMTA calculates condensation rate from the
mass transfer coefficient, which can be obtained by applying heat
and mass transfer analogy to the heat transfer coefficient. For heat
transfer coefficient calculation, well-known correlation such as
McAdams correlation [24] are often used [25,26], and the wall
function [27] which generally used in commercial CFD codes are
also used [28]. The HMTA was adopted not only for lumped
parameter code like MARS-KS [29], MELCOR [30], GOTHIC [31] but
also used in CFD code like GASFLOW [32]. The usage of HMTA
model can reduces the required computing resources even in CFD
code, as the model requires coarse mesh to use the bulk material
properties. However, as the coarse mesh ignores the geometrical
effect, such as curvature effect which is known to have considerable
enhancement in condensation heat transfer [33e35].

Thus, selection of an appropriate condensation model is essen-
tial when performing large-scale simulations, particularly
including PCCS which have complex and curved surfaces. However,
not many researches compared the condensation models with
same code, particularly for the condition under natural convection
on a curved surface.

Therefore, we compared condensation models of the CUPID, a
CFD code developed by the Korean Atomic Energy Research Insti-
tute (KAERI). The models tested in this paper includes the RBLA
model, the HMTA model, and an empirical correlation. Condensa-
tion models were tested in steam-air mixtures under both forced
and natural convection regimes, and in vertical flat plate and ver-
tical tube geometry. The rest of the paper is organized as follows:
the details of chosen experiments are described in Section 2, Sec-
tion 3 presents the description of condensation models, Section 4
presents benchmarking results and Section 5 provides the study
conclusions.

2. Description on condensation heat transfer experiments

2.1. The COPAIN test

The COPAIN test was conducted to identify condensation heat
transfers in the presence of noncondensable gases [17]. The
experiment was conducted under forced convection conditions;
the steam-air mixture was injected into the top of the vertical
channel. In the conditions we considered, the injection velocity
varied from 0.3 to 3m/s. The rectangular vertical channel was 2.5 m
in height, 0.6 m in width, and 0.5 m in depth. Condensation
occurred on a vertical plate 2.0 m in height and 0.6 m in width. A
schematic of the test facility is shown in Fig. 1 and the test condi-
tions are listed in Table 1.
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2.2. Description of the CAU test

Condensation heat transfer in a steam-air mixture under a
natural convection regime was experimentally analyzed at the
experimental facility of Chung-Ang University, which has a 2.0-m
high pressure vessel (0.447 m in diameter). Condensation
occurred on a 0.75-m high tube (0.0381 m in diameter). The
condensing tube was installed at the center of the pressure vessel.
The temperature of the coolant was controlled using a preheater
and a chiller, and the mass flow rate was controlled using a pump.
The coolant flowed from the bottom to the top. The vessel was filled
with air, and steamwas injected at the bottom to ensure mixing of
the steam and air. A schematic of the test is shown in Fig. 2.

As steam was supplied from the bottom of the pressure vessel,
and due to the occurrence of the condensation and cooling, a
vigorous natural circulation inside the pressure vessel was occured.
The test conditions are listed in Table 2. Unlike the COPAIN test
(whichmeasures condensation heat flux along a vertical plate [17]),
the CAU test measures condensation heat transfer coefficients,
which were obtained by dividing heat flux by wall subcooling.

h¼ q
00
tot

T∞ � Tw
¼

_mcoolantCp
�
Tcoolant;out � Tcoolant;in

�
T∞ � Tw

(1)
3. Model description

3.1. The CUPID model description

The CUPID code is a three-dimensional, thermal-hydraulic
analysis code developed at KAERI. CUPID uses two-fluid (liquid and
gas) and three-field (liquid, liquid droplets, and gas) conservation
equations. Other equations deal with noncondensable gas conser-
vation; there are also equations of state. The continuity equation of
CUPID is:

v

vt

�
agrg

�þV $

�
agrg u

!
g

�
¼ _Sg þ Gw (2)

The energy conservation equation is:



Table 1
COPAIN test conditions.

Velocity (m/s) Pressure (bar) Bulk temperature (K) Wall temperature (K) NC gas mass fraction

P0441 3 1.02 353.23 307.4 0.767
P0443 1 1.02 352.33 300.06 0.772
P0344 0.3 1.02 351.53 299.7 0.773

Fig. 2. (a) Schematic of the CAU test facility; (b) the computational grids for RBLA and (c) the HMTA and Uchida models.
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v

vt

�
agrgeg
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�
agrgeg u

!
g

�
¼ _Sg þ Gwhfg (3)

where G represent the volumetric condensation rate. Steam
condensation in the presence of noncondensable gases is greatly
affected by steam diffusion; we dealt with this using the method of
Wilke and Lee [36]:

D¼
10�3T1:5

�
3:03�

�
0:98
M0:5

AB

��

PM0:5
AB s

2
ABUD

(4)

where M0:5
AB is 2ð1=MA þ 1=MBÞ�1. In Eq. (4), M, s, and U represent

the molecular weight, Lennard-Jones collision diameter, and
dimensionless collision integral, respectively. The value of s is
taken from Wilke and Lee [36] and the value of U can be obtained
using the method of Poling [37]. The CUPID code incorporates
several turbulent models, including the SST K-w, standard K-e,
realizable K-e and RNG K-e models. The CUPID code also in-
corporates low-Reynolds K-e and turbulent buoyancy models. In
this paper, the K-e model was used.

The timestep of CUPID simulation is automatically controlled
based on the Courant number (uDt=Dx). If the Courant number
calculated in the computation domain exceeds a user-defined
maximum, the timestep is halved until the Courant number be-
comes less than 1. The simulation was continued until the
condensation heat flux and condensation heat transfer coefficient
reached steady states.
1402
3.2. Description of wall condensation models

As default, the CUPID code incorporates three wall condensation
models: the RBLA, the HMTA model, and the empirical correlation
of Uchida [2].
3.2.1. Resolved boundary layer approach
The RBLA is a mechanistic model that calculates the condensa-

tion rate based on steam diffusion in multicomponent mixtures.
The equation for the RBLA is as follows:

Gw ¼ � 1
Ys � 1

rgD
vYs
vn

Aw

Vcell
(5)

where G, Y, r, and D represent the volumetric condensation rate,
mass fraction, density, and diffusion coefficient, respectively. The
subscripts s and g refer to steam and gas, respectively. Awall and Vcell
are the area of the wall and volume of the cell next to the wall,
respectively. In vigorous condensation conditions, a suction effect
take place at phase change interface, and the steam supplement to
the condensing wall would be enhanced. Therefore, a correction
factor for suction effect should be adopted for the RBLA model
[16,38]. In this paper, a most commonly used suction factor pro-
posed by Bird et al. [39] was adopted:

GRBLA ¼ � 1
Ys � 1

rgD
vYs
vn

Awall

Vcell

lnð1þ BÞ
B

(6)

Bird suction parameter B can be calculated as ðYs;w � Ys;∞Þ=ð1 �
Ys;wÞ.



Table 2
The CAU test conditions.

Pressure (bar) Bulk temperature (K) Wall temperature (K) NC gas mass fraction

Case #1 1.99 387.24 358.39 0.252
Case #2 2.04 375.33 343.24 0.577
Case #3 2.01 363.64 338.40 0.746
Case #4 3.96 408.12 379.57 0.300
Case #5 3.96 396.00 365.01 0.570
Case #6 3.97 382.84 353.01 0.743
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3.2.2. Heat and mass transfer analogy model with wall function
The equation for the HMTA model implemented in CUPID is as

follows:

Gw¼ � hmrg ln
�
1� Ys;w
1� Ys;∞

�
(7)

where the mass transfer coefficient, hm, is calculated as follows:

hm ¼hconv

�
D
kg

��
Sc
Pr

�1=3

: (8)

In Eq. (8), hconv, k, Sc, and Pr represent the heat transfer coeffi-
cient, thermal conductivity, Schmidt number, and Prandtl number,
respectively. Originally, the CUPID code uses a standard wall
function to obtain the heat transfer coefficient [27]:

hconv ¼
�
Tw � Tg

�
rcpu*

ðTw � T∞ÞPrt
�1
k lnðEy*Þ þ P

	 (9)

where P can be calculated by the formula proposed by Jayatilleke
[40]. In Eq. (9), Tg, u*, k, E, Prt and y* represent the gas temperature
at the cell next to the condensing surface, friction velocity, von
Karman constant (0.4187), an empirical constant (9.793), turbulent
Prandtl number (0.9) and the dimensionless wall distance,
respectively. Therefore, the HMTA model with wall function can be
expressed as:

GHMTA;wf ¼ �
�
Tw � Tg

�
rcpu*

ðTw � T∞ÞPrt
�
1
k
lnðEy*Þ þ P

�

�
�
D
kg

��
Sc
Pr

�1=3

rg ln
�
1� Ys;w
1� Ys;∞

� (10)

The dimensionless wall distance (Yþ) should exceed 30 when
using the HMTA model with wall function.
3.2.3. Empirical correlation
Finally, CUPID incorporates the empirical correlation proposed

by Uchida [2]:

huchida ¼380
�

Ys;∞
1� Ys;∞

�0:707

(11)

As the Uchida model is presented as forms of the heat transfer
coefficient, CUPID calculates the volumetric condensation rate as
follows:

GUchida ¼ � huchidaðTsat � TwallÞ
hfg

(12)

where T and hfg represent the temperature and heat of vapor-
ization, respectively. Although the CUPID code supports the
consideration of condensate film, the condensate film was not
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considered in this study, as the thermal resistance of condensate
film is ignorable due to thin condensate film.

3.3. Modification on the heat and mass transfer analogy model with
heat transfer correlations

Although the model with the standard wall function is reason-
ably accurate for forced convection regime [41], usage of wall
function may yield underestimation in natural convection regime
[42] as the standard wall function had worked out for forced con-
vection regime. Therefore, accuracy can be enhanced by consid-
ering models appropriate for the convection regime. Under forced
convection conditions, the local heat transfer coefficient can be
calculated as [43]:

hg ¼0:0296Re4=5x Pr1=3
k
x

(13)

In natural convection conditions, the heat transfer coefficient
can be calculated as [24]:

hg ¼0:13ðGrx PrÞ1=3kx (14)

Therefore, the modified HMTA model under forced convection
conditions is given by:

GHMTA;FC ¼ � 0:0296Re4=5x Pr1=3
k
x
rg ln

�
1� Ys;w
1� Ys;∞

��
D
kg

��
Sc
Pr

�1=3

(15)

Under natural convection conditions, the modified HMTAmodel
is given by:

GHMTA;NC ¼ � 0:13ðGrx PrÞ1=3kxrg ln
�
1� Ys;w
1� Ys;∞

��
D
kg

��
Sc
Pr

�1=3

(16)

Note that the suction factor is already implemented in the HMTA
model.

When the HMTAmodel is used, a coarse mesh should be used as
the correlation used to obtain the mass transfer coefficient requires
material properties evaluated at bulk condition. However, this may
lead to inconsideration of the geometrical effect such as curvature
effect which occurs on a condensing tube. Moreover, as the corre-
lation which chose to estimate the mass transfer coefficient were
developed in different geometry with that considered in this paper,
a correction would be needed. Therefore, the curvature effect (in
the case of benchmarking the CAU test) and the entrance effect (in
the case of benchmarking the COPAIN test), were applied to the
model.

On a curved surface, the velocity and temperature gradients
change, and the heat transfer thus also changes [44]; this is known
as the curvature effect. Note that most CFD codes calculate the
velocity and temperature gradients in the boundary layer, and thus
automatically consider curvature effect. As the CAU tests were
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conducted under turbulent free convection condition, the curva-
ture effect factor as follows was used [35]:

q¼ Nu
NuFP

¼1þ 1:23
�
2gbDT
m2d

�0:357

(17)

For the conditions which steam-air mixture was injected at the
top of the channel such as the COPAIN test, the change of
condensation heat transfer in the entrance region should be
adopted [42,45]. The entrance effect factor proposed by Reynolds
et al. [46] was used:

Nu¼Nu0

0
@1þ

0:8


1þ 70000Re�3=2

�
x=d

1
A: (18)

The entrance effect factor was applied to the HMTAmodel when
simulating the COPAIN test. Note that the RBLA and Uchida model
was not affected, as the former calculates the change of concen-
tration gradient mechanistically and the latter is an empirical
correlation.
Fig. 3. Condensation heat flux along vertical wall; (top) using RBLA with various Yþ

mesh (bottom) using HMTA with various Yþ mesh.
4. Comparision of the condensation models

4.1. Computation grid used for the COPAIN test

As mentioned above, the mechanistic model using the RBLA,
which solves the vapor concentration gradient near the wall, re-
quires a fine mesh. On the other hand, the HMTA and Uchida
models use bulk and wall properties; the models thus require a
coarse mesh (Yþ > 30). Therefore, different computation grids were
used depending on the model. The wall Yþ values of the compu-
tation grids used in the COPAIN test benchmarking are listed in
Table 3. The condensation heat flux along vertical wall in various Yþ

are shown in Fig. 3. It could be found that when using RBLA, the
condensation heat flux did not change with Yþ if it was less than
about 6. Therefore, using the computation grid which have Yþ

about 5 when using RBLA would provide reasonable result. The
condensation heat flux along vertical wall calculated with modified
HMTA model in various Yþ yielded similar results, indicating that
the usage of computation grid which have Yþ about 30e40 would
provide reasonable results.
4.2. Results of COPAIN test benchmarking

Fig. 4 shows the benchmarking results. The mean relative error
(MRE) and standard deviation (SD) was calculated to statistically
analyze the deviations between predicted and experimental value.
The mean relative error was calculated as follows:

MRE¼1
n

Xn

i

GCUPID;i � Gexp;i

Gexp;i
(19)

The standard deviation was calculated as follows:
Table 3
Computation grids used for COPAIN test benchmarking.

Yþ

(RBLA)
Yþ (HMTA &
Uchida)

Thickness of near-wall cell
(RBLA)

Thickness of ne
Uchida)

P0441 5.37 29.06 0.0007 0.00339
P0443 4.65 37.87 0.0013 0.01018
P0344 4.88 38.14 0.0020 0.02541
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SD¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i



GCUPID;i�Gexp;i

Gexp;i

�2
n� 1

vuut
(20)

In Eqs. (19)-(20), n represents amount of data. The evaluation of
MRE and SD was conducted in 11 elevations, and the average of
each case is shown in Table 4. The statistical analysis showed that
the usage of RBLA model gives a best prediction on the condensa-
tion heat transfer, followed by the modified HMTA model. The
HMTA model with wall function showed less accuracy than the
modified HMTA model, yet provided better result than the Uchida
model.

In Fig. 4, The RBLA estimated the condensation heat flux along
the vertical plate most accurately. In particular, the RBLA predicted
the change in condensation heat flux at high elevations, attribut-
able to the fact that the RBLA calculates velocity and temperature
gradient in the boundary layer using the fine mesh.

The modified HMTA model (Eqs. (15)-(16)) yielded reasonable
ar-wall cell (HMTA & Total cell count
(RBLA)

Total cell count (HMTA &
Uchida)

165,600 31,200
141,600 25,700
117,200 15,600



Fig. 4. Results of the COPAIN test benchmarking (top) P0441 case, (middle) P0443
case, (bottom) P0334 case.

Table 4
Statistical analysis of COPAIN test benchmarking result.

MRE

RBLA Modified HMTA HMTA/WF UCHID

P0441 0.074 0.136 0.053 0.091
P0443 0.065 0.113 0.190 0.549
P0344 0.078 0.286 0.442 0.105
Average 0.072 0.179 0.228 0.248

J.-H. Hwang, J. Bang and D.-W. Jerng Nuclear Engineering and Technology 55 (2023) 1400e1409

1405
results and predicted heat flux change along the height. The
adoption of entrance effect factor provided capability to estimate
the condensation heat flux change along the vertical plate. How-
ever, overestimation was found at high elevations. This was
attributable to the limitation of adopted entrance effect factor as it
should only be used for the range of 3000 < Re < 50,000 and the
Reynolds number at the region near steam-air inlet would be lower
than 3000. The HMTA model with wall function, also provided
reasonable accuracy. The HMTA model with wall function provided
higher accuracy than the modified HMTA model in high velocity
condition (P0441), but considerably underestimated in the case of
low velocity condition (P0344). Therefore, the HMTA model with
wall function would be appropriate for forced convection condi-
tions with high velocity, yet the modified HMTAmodel can be used
for various atmosphere velocity conditions particularly for low
velocity conditions.

Finally, the Uchida model exhibited large deviations as the test
conditions varied. The discrepancies in condensation heat flux
predictions are attributable to the inconsideration of thermal-
hydraulic conditions such as velocity, bulk pressure and wall sub-
cooling in the correlation.
4.3. Computation grid used for the CAU test

As done in COPAIN test benchmarking, the computational grids
were also adjusted to meet the requirements of the condensation
models when benchmarking the CAU test. The wall Yþ values of the
grids used for CAU test benchmarking are listed in Table 5.
4.4. Results of CAU test benchmarking

The statistical analyses results are shown in Table 6. In average,
the MRE and SD of the modified HMTA model provided best pre-
diction, followed by the RBLA model. The prediction result of the
HMTA model with wall function and Uchida model showed a sig-
nificant deviation with experimental data.

The benchmarking results are shown in Fig. 5. Unlike in the
COPAIN test benchmarking, the CAU test benchmarking indicated
that the RBLA model and Uchida model underestimated the heat
transfer coefficient. The underestimation of Uchida model is
probably attributable to the lack of consideration of the thermal-
hydraulic conditions (as stated in Section 4.2). The underestima-
tion of RBLA model is probably attributed to the inconsideration of
diffusion-driven flow in condensation model and convective heat
transfer. Due to vigorous steam diffusion, the diffusing steam drags
the gas mixture towards the condensing surface, increasing the
steam supplement hence enhancing the condensation rate. The
modified HMTA model (Eqs. (15)-(16)) predicted the experimental
heat transfer coefficients reasonably accurately, providing the best
accuracy among the condensationmodels tested in this studywhile
the HMTAmodel with wall function provided least accuracy among
the models. The underestimation of the HMTA model with wall
function is attributable to the usage of standard wall function,
which was developed based on the forced convection regime [42].
Standard Deviation

A RBLA Modified HMTA HMTA/WF UCHIDA

0.010 0.035 0.004 0.017
0.011 0.022 0.039 0.317
0.008 0.087 0.205 0.016
0.010 0.048 0.083 0.117



Table 5
Computation grids used for CAU test benchmarking.

Yþ

(RBLA)
Yþ (HMTA &
Uchida)

Thickness of near-wall cell
(RBLA)

Thickness of near-wall cell (HMTA &
Uchida)

Total cell count
(RBLA)

Total cell count (HMTA &
Uchida)

Case
#1

4.77 22.79 0.001 0.1143 110,000 580

Case
#2

5.03 25.06 0.001 0.1143 110,000 580

Case
#3

4.25 22.63 0.001 0.1143 110,000 580

Case
#4

3.54 26.78 0.0005 0.1143 171,600 580

Case
#5

2.02 30.97 0.0005 0.1143 171,600 580

Case
#6

2.95 32.18 0.0005 0.1143 171,600 580

Table 6
Statistical analysis of CAU test benchmarking result.

MRE Standard Deviation

RBLA Modified HMTA HMTA/WF UCHIDA RBLA Modified HMTA HMTA/WF UCHIDA

P ¼ 2 bar 0.255 0.169 0.753 0.589 0.278 0.226 0.753 0.629
P ¼ 4 bar 0.373 0.129 0.821 0.511 0.377 0.137 0.821 0.512
Average 0.314 0.149 0.787 0.550 0.327 0.182 0.787 0.570

Fig. 5. Results of the CAU tests benchmarking (top) pressure ¼ 2 bar condition,
(bottom) pressure ¼ 4 bar condition.
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Therefore, it is apparent that selecting a correlation that fits the
flow regime is essential when using the HMTA model.

4.5. Effect of correction factors

As the heat flux at high elevation is about 50% tomore than 100%
higher than that in low elevation, enhancing the heat flux predic-
tion in high elevation is critical. Fig. 6 shows the enhancement of
heat flux prediction due to adopting entrance effect, in P0443 and
P0344 case of the COPAIN test. At the top of the condensing surface,
the noncondensable gas boundary layer is thinner than that located
at the bottom. Due to thin noncondensable gas boundary layer, the
heat andmass transfer resistance is significantly weaker; the steam
is supplied to the condensing surface more actively. Therefore, the
condensation heat flux becomes higher than the other elevation.
Although the adoption of the entrance effect causes little over-
prediction at lower elevation, it made it possible to calculate the
high heat flux at high elevation.

The curvature effect factor which was used for benchmarking
against the CAU test showed significant effect. At the curved sur-
face, the gas mixture had higher chance to transfer heat and mass
with the adjacent gas mixture. Higher heat and mass transfer leads
to thinner gas boundary layer and higher steam supplement rate.
Therefore, the condensation heat transfer is increased. Fig. 7 shows
the change of heat transfer coefficient predicted according to the
usage of the curvature effect factor. When the curvature effect was
not considered, the modified HMTA model underpredicted heat
transfer coefficient about 40e60%, depending on the condition.
Therefore, when using the HMTA-based model, the geometrical
effect such as tube curvature should be considered.

4.6. Computational requirements

As the RBLAmodel uses a fine mesh, while the other models use
coarse meshes, the grid numbers, and thus also the required
computational resources, differ significantly. The time taken for the
simulation are shown in Table 7. The simulationwas conducted on a
system using i9-12900K with a single core.

The RBLA required significantly more resources than the HMTA
1406



Fig. 6. Effect of entrance effect factor adoption, (top) COPAIN-P0443 case, (bottom)
COPAIN-P0344 case.

Fig. 7. Effect of curvature effect factor adoption, (top) CAU-2 bar condition, (bottom)
CAU-4 bar condition.
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and Uchida models. Given the simulation results presented in
Section 4.2 and 4.4, it can be concluded that the HMTA model has
reasonable accuracy and minimal computation requirements.

5. Conclusions

The condensation models of the CUPID code were assessed by
benchmarking against the COPAIN and CAU tests, reflecting
condensation under forced and natural convection regimes,
respectively. Four models, a RBLA, two HMTA-based models, and
empirical correlation (Uchida) were tested, and the results were
compared. In addition to the HMTAmodel which uses Spaldingwall
function, a modified HMTA model which uses well-known heat
transfer correlation such as McAdams were proposed. In the case of
the modified HMTA model, geometrical effect factors such as
entrance and tube curvature were also adopted.

The RBLA provided best result when benchmarked against the
COPAIN test, having about 7.2% error in average. Two HMTA-based
model predicted heat flux with about 18% (modified one) and 23%
error (HMTA model with wall function) in average. The Uchida
model, which had widely used for containment pressure/temper-
ature analysis, had highest error among the models. In particular,
the RBLA and the modified HMTA models also predicted heat flux
1407
changes at higher elevations with reasonable accuracy, even at low
velocities; the Uchida model was less satisfactory in this respect.
However, in the benchmark against the CAU test, which was under
a natural convection regime, the results were different; the modi-
fied HMTA model was most accurate among four models, having
about 15% error in average. The other models underestimated the
condensation heat transfer; the RBLA predicted heat transfer co-
efficient with about 31.4% error, the HMTA with wall function had
about 78.7% error, and the Uchida model had about 55% error.
Therefore, those models may require additional modifications for
practical application.

A comparison conducted with the modified HMTA model
showed the importance of taking geometrical effects such as
entrance effect and curvature effect into consideration when using
the HMTA-based model. The usage of coarse mesh correlation and
made the model vulnerable on condensation heat transfer predic-
tion in different geometry than the correlation originally
developed.

Considering the average errors and the computational resource
requirements, the modified HMTA model would be the best option
for large-scale thermal-hydraulic analyses of containment
atmospheres.



Table 7
Computation times required to evaluate 10 physical seconds.

COPAIN COPAIN CAU CAU

P0441 P0344 Case #3 Case #4

RBLA 60125.06 6747.28 10,434.32 57,221.44
HMTA 3826.17 93.50 20.45 21.16
Uchida 3603.23 87.33 19.15 18.57
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Nomenclature

A Area
Cp Heat capacity at constant pressure
D Diffusion coefficient
d Diameter
e Internal energy
g Gravitational acceleration

h Average heat transfer coefficient
hconv Convective heat transfer coefficient
hm Mass transfer coefficient
hfg Enthalpy of vaporization
k Thermal conductivity
M Molar mass
n Number of data
Nu Nusselt number
Pr Prandtl number
Prt Turbulent Prandtl number
q

00
Heat flux

Re Reynolds number
_S Source term
Sc Schmidt number
T Average temperature
T Temperature
u! Velocity
u* Friction velocity
V Volume
x Axial direction
Y Mass fraction
y* Dimensionless wall distance
a Void fraction
b Thermal expansion coefficient
G Condensation rate
k von Karman constant
m Dynamic viscosity
r Density
s Lennard-Jones collision diameter
U Dimensionless collision integral

Superscript and subscript
cell Cell
coolant Coolant
1408
exp Experiment
in Inlet
g gas
out Outlet
s Steam
tot Total
w Wall
wf Wall function
∞ Bulk condition
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